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CHAPTER 1

Graded Rings and Modules I: Basics

chap:grm
1. Basic definitions

grm-graded-rings

Definition 1.1.1. A Z-graded ring R is a ring equipped with a direct sum
decomposition into ideals R =

⊕
n∈Z Rn satisfying RnRm ⊂ Rn+m, for all pairs

(n,m) ∈ Z2.
We say that the ring R is positively graded if Rn = 0, for all n < 0.
A homomorphism between graded rings R and S is a ring homomorphism

φ : R→ S such that φ(Rn) ⊂ Sn, for all n ∈ Z.
We will usually refer to Z-graded rings as just graded rings.

Observe that with this definition the ideal R0 ⊂ R is a ring in its own right.
Also note that any ring R is a graded ring with the trivial grading : R0 = R and
Rn = 0, for all n 6= 0.

Definition 1.1.2. A homogeneous or graded module over a graded ring R is
an R-module M equipped with a direct sum decomposition M =

⊕
n∈Z Mn of

R0-submodules of M such that RnMm ⊂Mn+m, for all pairs (n,m) ∈ Z2.
A graded submodule of a graded submodule M is a graded R-module N such

that Nn ⊂Mn, for all n ∈ Z.
An element 0 6= x ∈M is homogeneous of degree n if x ∈Mn, for some n ∈ Z.

We denote the degree of x in this case by deg x.
If x ∈M is any element, then we can express it uniquely as a sum

∑
i xi, where

each xi is homogeneous. These xi will be called the homogeneous components of x.
A homogeneous or graded ideal I ⊂ R is just a graded R-submodule of R. We’ll

refer to R+ =
⊕

n 6=0Rn as the irrelevant ideal of R.
Given any graded R-module M , and any R-submodule N ⊂ M , we set N∗ ⊂

M to be the R-submodule generated by all the homogeneous components of the
elements of N . As we will see in the Proposition below, N∗ is then a graded
R-submodule of M .

The next two Propositions list some basic properties of homogeneous ideals and
graded modules.

grm-graded-modules Proposition 1.1.3. Let M be a graded R-module, and let N ⊂ M be an R-
submodule (not necessarily graded).

(1) M can be generated by homogeneous elements.
(2) If N is generated by homogeneous elements, then N contains the homoge-

neous components of each of its elements. In particular, N =
⊕

n∈Z(N ∩
Mn) is a graded R-submodule of M .

(3) N∗ ⊂ N is the largest graded ideal of R contained in N .

Proof. (1) Just take the generators to be the elements of Mn, for each
n ∈ Z.

7



8 1. GRADED RINGS AND MODULES I: BASICS

(2) Suppose a =
∑
n an ∈ M , with an ∈ Mn. Let M be generated by homo-

geneous elements {bi : i ∈ I}. Then a =
∑
i ribi, for ri ∈ R homogeneous.

This means that

an =
∑

deg ri+deg bi=n

ribi ∈M.

(3) It follows from (2) that N∗ is graded. If P ⊂ N is any other graded ideal,
then P is generated by homogeneous elements, and is thus contained in
N∗.

�

grm-pullback-homogeneous Lemma 1.1.4. Let φ : R → S be a homomorphism of graded rings. For any
homogeneous ideal I ⊂ S, the contraction φ−1(I) ⊂ R is also homogeneous. For
any homogeneous ideal J ⊂ R, the extension JS ⊂ S is again homogeneous.

Proof. If I =
⊕

n In, then φ−1(I) =
⊕

n φ
−1(In). The second statement

follows from (2) of the previous Proposition, since JS is generated by homogeneous
elements. �

grm-graded-ideals Proposition 1.1.5. Let I ⊂ R be an ideal.
(1) If I is graded, then R/I has a natural grading under which the natural

map R→ R/I is a homomorphism of graded rings.
(2) If I is graded, there is a one-to-one correspondence between homogeneous

ideals containing I and ideals in R/I.
(3) If I is graded, then so is rad I.

Proof. (1) Suppose I =
⊕

n In, where In = I ∩ Rn. Give R/I the
grading obtained from the direct sum decomposition

⊕
nRn/In. It’s clear

that the map R→ R/I is a homomorphism of graded rings.
(2) Follows immediately from the Lemma above, and the corresponding state-

ment for rings.
(3) Suppose a =

∑
n an ∈ rad I, with an ∈ Rn, and let d = max{n : an 6= 0}.

There is some k ∈ N such that ak ∈ I. Since I contains all homogeneous
components of its elements, this implies that akd ∈ I, and so ad ∈ rad I.
Now, subtract ad from a and proceed inductively.

�

Definition 1.1.6. A morphism between two graded R-module M and N is an
R-module map ϕ : M → N such that ϕ(Mn) ⊂ Nn, for all n ∈ Z.

This definition gives us a category of graded R-modules, which we will denote
by RZ-mod.

Definition 1.1.7. For any graded R-module M , and for any integer n ∈ Z,
we define M(n) to be graded R-module with M(n)m = Mn+m.

Given a collection {Mi : i ∈ I} of graded R-modules, we define their direct sum
to be the R-module N =

⊕
iMi equipped with the grading Nr =

⊕
i(Mi)r.

A graded R-module M is free if there is a collection of integers {ni : i ∈ I} and
an isomorphism

φ :
⊕
i∈I

R(ni)
∼=−→M

of graded R-modules.
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A collection of homogeneous elements M = {mi ∈ M : i ∈ I} is linearly
independent over R if, for every linear relation of the form

∑
i aimi = 0, with ai

homogeneous, ai = 0, for all i.

grm-graded-free-criterion Proposition 1.1.8. Let M be a graded R-module; then M is free if and only
if it is generated by a linearly independent collection of homogeneous elements.

Proof. Immediate. �

Observe that, for any R-module M , we have a surjection onto M from a graded
free R-module: just choose any collection {mi : i ∈ I} of generators of M , with
degmi = ri, and define a morphism⊕

i∈I
R(−ri)→M

ei 7→ mi,

where, for each i, ei is a generator of R(−ri).

2. *Local Rings
grm-secn:star-local

Now we turn to the description of homogeneous primes in a graded ring

grm-homogeneous-primes Proposition 1.2.1. If p ⊂ R is any prime, then p∗ is also prime. Moreover,
a homogeneous ideal I ⊂ R is prime if and only if, for every pair of homogeneous
elements a, b ∈ R, with ab ∈ I and a /∈ I, we have b ∈ I.

Proof. Suppose a, b ∈ R are such that ab ∈ p∗. Let a′ and b′ be the homoge-
neous components of a and b respectively of highest degree. Then a′b′ ∈ p∗ ⊂ p; so
either a′ ∈ p or b′ ∈ p. Without loss of generality a′ ∈ p and hence a′ ∈ p∗, since
a′ is homogeneous. If b′ ∈ p∗, then (a− a′)(b− b′) ∈ p∗, and by an easy inductive
argument we can conclude that one of b− b′ or a− a′ is in p∗, and so either a or b
is in p∗. Otherwise, (a− a′)b ∈ p∗, and, by the same argument, the highest degree
term of a − a′ must be in p∗. Continuing this way, we find that a ∈ p∗. For the
second statement, one implication is clear. For the other, just follow the proof of
the first statement. �

With this in hand we enter the land of graded localization.

Definition 1.2.2. Given any multiplicative subset S ⊂ R, and a graded R-
module M , we define the homogeneous localization (S)−1M to be the module of
fractions U−1M , where U ⊂ S is the multiplicative subset consisting of all homo-
geneous elements. This has a natural grading: for an element m

s , with m ∈ M
homogeneous and s ∈ S also homogeneous, we set deg m

s = degm − deg s. One
easily checks that this is well-defined.

If S = R − p, for some prime ideal p ⊂ R, we set M(p) = (S)−1M . Observe
that M(p∗) = M(p).

This leads naturally to the graded version of local rings.

Definition 1.2.3. A graded ring R is ∗local if it has a unique maximal homo-
geneous ideal m. We’ll call m a *maximal ideal.
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Remark 1.2.4. We’ve already seen some examples of ∗local rings. For any
homogeneous prime p ⊂ R, R(p) is ∗local with *maximal ideal pR(p).

Also, if R is positively graded and R0 is a local ring with maximal ideal m0,
then we see that m0 ⊕R+ is the unique *maximal ideal, and so R is again ∗local.

Observe that if (R,m) is ∗local with *maximal ideal m, then R/m is a graded
ring without any non-trivial graded ideals. The next Proposition describes such
rings. They are the analogues of fields in the graded category.

grm-graded-fields Proposition 1.2.5. The following are equivalent for a graded ring R:
(1) The only homogeneous ideals of R are 0 and R.
(2) Every non-zero homogeneous element is invertible.
(3) R0 = k is a field, and either R = k, or R = k[t, t−1], for some indetermi-

nate t of positive degree.

Proof. (3) ⇒ (2) ⇔ (1) is clear. So we only need to show (2) ⇒ (3). Since
every element of R0 is invertible, we see that R0 must be a field k. If R = R0 = k,
then we’re done. Otherwise, let t ∈ R be a homogeneous element of smallest positive
degree d (this must exist, since if we had an element of negative degree, then its
inverse would have positive degree). In this case, since t is invertible, we have a
natural homomorphism

φ : k[x, x−1] −→ R,

where x is an indeterminate of degree d, that takes x to t. We’ll show that this map
is an isomorphism, which will finish our proof. So suppose f =

∑
i aix

i ∈ kerφ;
then

∑
i ait

i = 0 in R, which implies that aiti = 0, for all i, and so f = 0. This
shows injectivity. Now, let a ∈ R be a homogeneous element of degree i. If i = 0,
then a ∈ k, and we’re done. Otherwise, let i = qd + r, where 0 ≤ r < d. If
r > 0, then at−q has degree r, which contradicts the fact that t was the element
with least positive degree. Hence r = 0, and i = qd; but in this case at−q ∈ k,
and so a = ctq = φ(cxq), for some c ∈ k. This shows surjectivity, and finishes our
proof. �

The graded ring k[t, t−1] behaves like a field in another familiar way.

grm-graded-modules-field-free Proposition 1.2.6. Let M be a graded k[t, t−1]-module. Then M is free; in
particular, if M is finitely generated, then every minimal set of homogeneous gen-
erators for M has the same cardinality.

Proof. This is the usual Zorn’s Lemma argument, applied to the collection
of all linearly independent subsets of M . The only fact one needs is that if M ⊂
M is a linearly independent collection of homogeneous elements, then, for any
homogeneous element n ∈ M , M ∪ {n} is linearly dependent if and only if n is in
the graded submodule generated by M . But this follows immediately from the fact
that every homogeneous element in k[t, t−1] is a unit. �

We are now in a position to present Nakayama’s lemma for ∗local rings.

grm-graded-nakayama Proposition 1.2.7 (Graded Nakayama). Let (R,m) be a ∗local ring, and let
M be a finitely generated graded R-module.

(1) If N ⊂M is a graded R-submodule such that M = N+mM , then M = N .
In particular, if mM = M , then M = 0.
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(2) The minimal number of homogeneous generators for M is uniquely deter-
mined by the rank of M/mM over R/m.

Proof. (1) It suffices to prove the second statement. The first will follow
by applying the second to the R-module M/N . Let {m1, . . . ,mt} be
generators for M , with degmi = ri. Then we can find aj ∈ m with
deg aj = rt − rj such that mt =

∑
j ajmj . Now, (1 − at) ∈ R0 \ m is

homogeneous, and is thus invertible. This implies that we can express
mt as a linear combination of mj , for j < t, with coefficients in m. So
M = (m1, . . . ,mt−1), and so we can induct on t to conclude that M = 0;
the only thing we have to prove is the base case when t = 1. But then
if m1 = am1, for some a ∈ m0, we see immediately that, since 1 − a is
invertible, m1 = 0.

(2) Follows from (1) in standard fashion, using (1.2.6) and (1.2.5).
�

3. Finiteness Conditions

Definition 1.3.1. A graded ring R is finitely generated over R0 if it’s a finitely
generated R0-algebra. It is generated by Rd over R0 if there is an integer d ∈ Z
such that Rm = (Rd)m/d, for all m ∈ Z, where (Rd)n is understood to be 0 if n /∈ Z.

A graded R-module M is finitely generated if it’s finitely generated as an R-
module.

grm-finitely-generated-modules Proposition 1.3.2. Let R be a positively graded ring, finitely generated over
R0, and let M be a finitely generated module over R.

(1) R is nilpotent if and only if there is n0 ∈ N such that Rn = 0, for all
n ≥ n0.

(2) There is n0 ∈ Z such that Mn = 0, for n ≤ n0.
(3) For every n ∈ Z, Mn is a finitely generated R0-module.
(4) There is m0 ∈ Z such that Mm0+r = RrMm0 , for all r ∈ N.
(5) There is m ∈ Z such that Rrm = (Rm)r, for all r ∈ N.
(6) For every n ∈ N, there is an m0 ∈ Z such that Rm ⊂ (R+)n, for all

m > m0.

Proof. Let s1, . . . , st be generators of R over R0, with deg si = ki, and let
m1, . . . ,mu be generators of M over R with degmi = li. Let α = (α1, . . . , αt) be a
t-tuple of positive integers; then we set

sα =
t∏
i=1

sαi
i .

Also, we define |α| to be the sum
∑
i=1 αi. A monomial of weight n is a monomial

sα with |α| = n.
(1) R is nilpotent if and only if, for sufficiently large n, sni = 0, for all i.

Consider the t-tuples α with αi < n, for all i: there are only finitely many
of them. Hence there are only finitely many monomials in sα with αi < n.
So, in high enough degree, every monomial will be 0. This shows that if
R is nilpotent, then it vanishes in large degrees; the other implication is
more trivial, and is hence rather trivial indeed.

(2) Take n0 = mini li.
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(3) There are only finitely many monomials sαmi ∈ M of degree n. These
generate Mn over R0.

(4) Let m be the l.c.m. of the integers {k1, . . . , kt}, and let gi = s
m/ki

i . Hence
deg gi = m, for all i. Now, there are only finitely many t-tuples α such
that αi < m/ki, for each i. In particular, there are only finitely many
elements in M of the form sαmi, where αj < m/kj , for all j. Let m0 be
the maximal of the degrees of such elements. Then, for r > 0, consider
any monomial x of degree m0 + r. Let r = qm + r′, where q ≥ 0 and
0 ≤ r′ < m; then we should be able to factor out q-many monomials of
the form gi till we end up with a monomial x′ of degree Mm0+r′ , where
0 ≤ r′ < m. If r′ = 0, then we’re done; otherwise, we can still factor out
one additional factor of the form gj , for some j, and reduce it still further
to a monomial y ∈ Mm0+r′−m, in which case we have expressed x′ as an
element of

RmMm0+r−m = Rr (Rm−rMm0+r−m) ⊂ RrMm0 .

(5) Follows immediately from part (2): take R = M , and let m = m0 as
obtained in (2).

(6) There are only finitely many t-tuples α such that |α| < n. Set

m0 = max
|α|<n

∑
j

αjkj

 .

Then, for m > m0, any monomial sα of degree m will have weight at least
n. This is equivalent to saying that Rm ⊂ (R+)n, for all m > m0.

�

Definition 1.3.3. A graded ring R is Noetherian if it is Noetherian as a ring.

grm-noetherian-graded-ring Proposition 1.3.4. The following are equivalent for a graded ring R:

(1) Every graded ideal of R is finitely generated.
(2) R is a Noetherian ring.
(3) R0 is Noetherian, and R is a finitely generated R0-algebra.
(4) R0 is Noetherian, and both S1 =

⊕
n≥0Rn and S2 =

⊕
n≤0Rn are finitely

generated R0-algebras.

Proof. (4) ⇒ (3) ⇒ (2) ⇒ (1) is immediate. We prove (1) ⇒ (4): Let
M ⊂ Rn be an R0-submodule; then M ′ =

⊕
mRmM is a graded ideal in R;

moreover, M ′ ∩Rn = M . Let M0 ⊂M1 ⊂ . . . be a chain of R0-submodules in Rn;
then we can extend this to a chain M0R ⊂ M1R ⊂ . . . of ideals in R. This chain
of graded ideals has to stabilize, and so when we contract back to Rn, we see that
the original chain of R0-submodules must also stabilize. This shows that each Rn
is a Noetherian R0-module; in particular, R0 is a Noetherian ring.

Consider the ideal n =
⊕

n≥1Rn ⊂ S1; we claim that this is finitely gener-
ated. Since nR is a finitely generated ideal of R by hypothesis, we see that we
can find homogeneous elements {x1, . . . , xr} in n, which generate nR over R. If
d = max deg xi, then any homogeneous element in n of degree greater than d can
be expressed as a linear combination of the xi with coefficients in S1. Since each
Rn is finitely generated over R0, we can pick finitely many homogeneous elements
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generating
⊕

1≤n≤dRd over R0, and these, together with the xi, will generate n

over S1.
So let {y1, . . . , ys} be a finite set of homogeneous generators for n over S1, and

let S′ ⊂ S1 be the R0-subalgebra generated by the yi. We claim that S′ = S1.
So for any homogeneous element x ∈ S1, we need to show that x ∈ S′. We’ll do
this by induction on deg x. If deg x = 0, then this is clear. So assume deg x > 0,
and assume y ∈ S′, for all y ∈ S1 with deg y < deg x. But x =

∑
i aiyi, where

deg ai < deg x, and so each ai ∈ S′, from which it follows that x ∈ S′. �

4. Associated Primes and Primary Decomposition

grm-graded-primes-annihilators Proposition 1.4.1. Let R be a graded ring, and let M be a graded R-module.

(1) A prime p is in SuppM if and only if p∗ is in SuppM .
(2) If m ∈M is such that p = ann(m) is prime, then p is in fact homogeneous,

and we can find m′ ∈M homogeneous, such that p = ann(m′).

Proof. (1) It is clear that if Mp = 0, then Mp∗ = 0. Conversely, suppose
Mp∗ = 0, and let m ∈ M be homogeneous. There exists an element
r ∈ R \ p∗ such that rm = 0. Since every homogeneous component of rm
is also zero, we can assume that r is also homogeneous. But in that case
r /∈ p, since every homogeneous element of p is in p∗. This shows that
every homogeneous element of M maps to zero in Mp; but then Mp must
be 0.

(2) Suppose r ∈ p; we want to show that every homogeneous component of
r is also in p. Equivalently, we will show that, for every homogeneous
component r′ of r, r′m = 0. By an inductive argument, it suffices to show
that the homogeneous component t of r of lowest degree annihilates m.
Now, suppose m =

∑k
i=1mi, where mi is homogeneous of degree ei and

ep < eq, for p < q. Now, we have

0 = rm = tm1 + higher degree terms.

Hence tm1 = 0. We will show tm = 0, by induction on k. The k = 1 case
is already done. Now, observe that

tm =
k∑
i=2

tmi

has fewer homogeneous terms than m. Let I = ann(tm); clearly p ⊂
ann(tm). If there exists s ∈ I \ p, then stm = 0, and so st ∈ p, which
implies that t ∈ p. Otherwise p = I is the annihilator of an element with
fewer homogeneous components, and so is homogeneous by the inductive
hypothesis.

Now, since p is homogeneous, we see that p ⊂ ann(mi), for all 1 ≤
i ≤ k. Therefore, we have

ann(m) = p ⊂
⋂
i

ann(mi) ⊂ ann(m).

Hence p =
⋂
i ann(mi), which implies that ann(mi) = p, for some i.

�
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grm-graded-associated-primes Corollary 1.4.2. Let R be a graded Noetherian ring, and let M be a finitely
generated graded R-module.

(1) Every prime in AssM is homogeneous. In particular, the minimal primes
of R are homogeneous.

(2) Given any primary decomposition of a graded submodule N ⊂ M of the
form N =

⋂t
i=1Ni, the decomposition N =

⋂t
i=1N

∗
i is also a primary

decomposition of N . In particular, we can choose the primary components
of N to be homogeneous.

Proof. (1) Follows immediately from part (3) of the Proposition.
(2) Factoring out by N , and using part (1), it suffices to show that if M1 ⊂M

is a P -primary submodule, for some homogeneous prime P ⊂ R, then M∗1
is also P -primary. That is, we want to show that Ass(M/M∗1 ) = {P}.
Now, suppose Q ∈ Ass(M/M∗1 ); then, Q is homogeneous, and, by the
Proposition, we can choose m ∈M \M∗1 homogeneous such that (M∗1 :R
m) = Q. Now, since m is homogeneous, m is not in M1 either, and so
Q ⊂ (M1 :R m) ⊂ P . We claim that (M1 :R m) = Q: this will show that
Q = P , and will thus finish our proof. Suppose r =

∑s
i=1 ri ∈ R is such

that rm ∈ M1. Then rim ∈ M∗1 , for each i, and so ri ∈ Q, for each i.
This shows that in fact r ∈ Q, and so we’re done.

�

grm-graded-associated-series Corollary 1.4.3. With the hypotheses as in the Corollary above, there is a
descending chain of graded submodules

M = Mn ⊃Mn−1 ⊃Mn−2 ⊃ . . . ⊃M0 = 0,

such that, for all 1 ≤ i ≤ n, there is a homogeneous prime Pi ⊂ R and an integer
ni ∈ Z such that

Mi/Mi−1
∼= (R/Pi)(ni).

Proof. Since M is finitely generated over a Noetherian ring, it is itself Noe-
therian and so has the ascending chain condition. Therefore, it’s enough to find
M1 ⊂ M such that M1

∼= (R/P1)(n1), for some n1 ∈ Z and some homogeneous
prime P1 ⊂ R. For this, we can take P1 to be any associated prime of M , and
let m ∈ M be any homogeneous element such that P1 = ann(m). In this case, if
degm = r, then for n1 = −r, we have an isomorphism

(R/P1)(n1)
∼=−→ Rm ⊂M,

which sends 1 to m. �

We finish with the graded version of prime avoidance.

grm-prime-avoidance Proposition 1.4.4 (Prime Avoidance in the Graded Case). Let R be a graded
ring and let P1, . . . , Pr ⊂ R be primes. If J ⊂ R is a homogeneous ideal generated by
elements of positive degree, such that J ⊂

⋃r
i=1 Pi, then there exists i ∈ {1, . . . , r}

such that J ⊂ Pi.

Proof. Let S = ⊕n≥0Rn; if J ∩ S ⊂ Pi ∩ S, then since J is generated by
elements of positive degree J ⊂ Pi, we see that J ⊂ Pi. So, replacing R by S, we
can assume that R is positively graded. Moreover, we can also replace Pi with P ∗i ,
and assume that each of the Pi is homogeneous.
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Now, we’ll prove the statement by induction on r. If r = 1, this is trivial;
so we can assume that r > 1. Now, by induction, we can assume that J is not
contained in a smaller union of primes. Then, for 1 ≤ i ≤ r, there is a homogeneous
element ai ∈ J such that ai /∈

⋃
j 6=i Pj , and so ai ∈ Pi. Let u, v ∈ N be such that

u deg a1 = v
(∑

i>1 deg ai
)
, and set a = au1 +

(∏
i>1 a2

)v. Then, we find that a /∈ Pi,
for all i, which is a contradiction. �

5. The Category of Graded Modules

Definition 1.5.1. A homomorphism of graded R-modules M and N of degree
m is an R-module homomorphism φ : M → N such that φ(Mn) ⊂ Nn+m, for each
n ∈ Z. We denote the group of such homomorphisms by ∗HomR(M,N).

A morphism of graded R-modules M and N is just a homomorphism of degree
0. This gives us a category of graded R-modules, which we will denote by RZ-mod.

Note on Notation 1 (Warning!). A homomorphism between graded R-
modules is not the same thing as a morphism in the category RZ-mod!

grm-graded-hom Proposition 1.5.2. The abelian group ∗HomR(M,N) is naturally a graded
R-module. If M is finitely generated, then ∗HomR(M,N) ∼= HomR(M,N) as (un-
graded) R-modules.

Proof. Let ∗HomR(M,N)r be the set of homomorphisms between M and
N of degree r. Then it’s immediate that this is an R0-module, and that if φ ∈∗
HomR(M,N)r and r ∈ Rs, then

rφ ∈∗ HomR(M,N)r+s
(where we treat ∗HomR(M,N) as an R-submodule of HomR(M,N)).

Now, supposeM is generated by finitely many homogeneous elementsm1, . . . ,mk.
Let nij ∈ N be homogeneous elements such that φ(mi) =

∑
j nij . Let φij be the

homomorphism from M to N defined by

φij(mr) =

{
nij , if i = r

0, otherwise.

It’s immediate that φij ∈∗ HomR(M,N)rij
, where rij = deg nij − degmi.

Moreover, it also follows that φ =
∑
i,j φij , since this identity is clearly true on the

generators mi. This finishes our proof. �

The tensor product M ⊗R N of two graded R-modules M and N is again
naturally graded. We set (M ⊗R N)n = ⊕i+j=nMi ⊗R0 Nj .

Definition 1.5.3. For n ∈ Z, and a graded R-module M , we define M(n) to
be the graded R-module with M(n)m = Mn+m. Observe that M(n) = M⊗RR(n).

Remark 1.5.4. With this definition, we see that
∗HomR(M,N) = ⊕n∈Z HomRZ-mod(M(n), N).

The next Proposition should be predictable.

grm-star-hom-tensor-adjointness Proposition 1.5.5. Let R and S be graded rings, and let M be a graded (R,S)-
bimodule (in the obvious sense). Then, for every graded R-module N and every
graded S-module P , we have a natural isomorphism of abelian groups:

HomRZ-mod(M ⊗S P,N) ∼= HomSZ-mod(P,
∗HomR(M,N)).
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Proof. Let f : M ⊗S P → N be a morphism of graded R-modules. We define
Φ(f) : P →∗ HomR(M,N) by

Φ(f)(p)(m) = f(m⊗ p),

for p andm homogeneous. If deg p = r, then we see that Φ(f)(p) is a homomorphism
of degree r. So Φ(f) is in fact a morphism of graded S-modules. Now, if g : P →∗
HomR(M,N) is a morphism of graded S-modules, we define Ψ(g) : M ⊗S P → N
by

Ψ(g)(m⊗ p) = g(p)(m),

for m and p homogeneous. If degm = r and deg p = s, then deg g(p) = s, and so
deg g(p)(m) = r + s = degm ⊗ p. This shows that Ψ(g) is a morphism of graded
R-modules. Now it’s easy to check that Φ and Ψ are inverses to each other. �

grm-star-hom-star-tensor Corollary 1.5.6. With the hypotheses as in the Proposition, suppose R = S.
We have an isomorphism of graded R-modules:

∗HomR(M ⊗R P,N) ∼=∗ HomR(P,∗HomR(M,N)).

Proof. Follows from the Proposition and the fact that
∗HomR(M,N) = ⊕n∈Z HomRZ-mod(M(n), N).

�

Remark 1.5.7. This shows that RZ-mod is a closed, symmetric, monoidal
category if that’s any use.

For the next Proposition, we’ll need some definitions from [CT, ?? ], [CT, ?? ]
and [CT, ?? ].

grm-graded-modules-grothendieck-category Proposition 1.5.8. For any graded ring R, RZ-mod is a Grothendieck cate-
gory. In particular, RZ-mod has enough injectives.

Proof. First, we must show thatRZ-mod is abelian. For this, since a monomor-
phism (resp. an epimorphism) in RZ-mod is still a monomorphism (resp. an epi-
morphism) when viewed as a morphism in R-mod, it suffices to show that the kernel
and the cokernel of every morphism φ : M → N lies in RZ-mod. In fact, it’s enough
to show that the kernel is homogeneous, since imφ = M/ kerφ will then also be
homogeneous, which implies that cokerφ = N/ imφ will be homogeneous. To check
that the kernel is homogeneous, it’s enough to check that if φ(

∑
imi) = 0, with

mi homogeneous of distinct degrees, then φ(mi) = 0. But this follows immediately
from the fact that φ preserves degrees and from the direct sum decomposition of
N .

Now, we will show that RZ-mod satisfies axiom Ab-3; that is, it has all small
direct sums. This is immediate from the trivial observation that if {Mi} is a
collection of graded R-modules, then ⊕iMi has a natural grading with the nth

component being ⊕i(Mi)n. It is also trivial that RZ-mod satisfies axiom Ab-5. It
remains now to show that RZ-mod has a generator: for this, take U = ⊕n∈ZR(n).
If N,M are two graded R-modules, with N 6= M , then let m ∈ M \ N be any
homogeneous element. The morphism R(−degm)→M that takes 1 to m doesn’t
have its image in N . This finishes the proof of the first assertion. The second
follows from [CT, ?? ]. �
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6. Dehomogenization: Preliminaries for Projective Geometry

This section will be fundamental in the construction of projective schemes.

Definition 1.6.1. If S = {fn : n ∈ N}, for some homogeneous element f ∈ R,
we will denote (S)−1M by Mf as usual, and denote the zeroth degree submodule
of Mf by M(f). Note that M(f) is an R(f)-module.

When deg f = 1, then R(f) is very easy to describe. We’ll do that in the next
Lemma.

grm-loc-homogeneous-deg-one-element Lemma 1.6.2. Let f ∈ R be a homogeneous element of degree one. Then we
have an isomorphism

Rf = R(f)[f, f−1] ∼= R(f)[t, t−1],

where t is an indeterminate. In particular, R(f)
∼= Rf/(f − 1); we call this a

dehomogenization of Rf .

Proof. Let x =∈ Rf , with deg x = t. Then x = f ty, where y = f−tx ∈ R(f).
This shows that Rf = R(f)[f, f−1]. Consider now the natural surjection of graded
rings

R(f)[t, t−1] −→ R(f)[f, f−1],
which sends t to f . This is also injective, since

∑
i ait

i maps to 0 iff aif
i = 0, for

all i iff ai = 0 for all i. The second statement follows immediately from this. �

grm-loc-homogeneous-element Proposition 1.6.3. Every homogeneous element f ∈ R induces a functor from
RZ-mod to R(f)-mod which takes M to M(f). Here are some properties of this
functor.

(1) M 7→M(f) is an exact functor.
(2) For two graded R-modules M and N , we have a natural injection

M(f) ⊗R(f) N(f) → (M ⊗R N)(f).

If deg f = 1, then this is in fact an isomorphism.
(3) If deg f = 1, then for every n ∈ Z, and every graded R-module M ,

M(n)(f)
∼= M(f). In particular, R(n)(f)

∼= R(f) is a free R(f)-module
of rank 1.

(4) For two graded R-modules M and N , we have a natural homomorphism
∗HomR(M,N)(f) → HomR(f)(M(f), N(f)).

If M is finitely presented, and deg f = 1, then this is in fact an isomor-
phism.

(5) Let {Mi : i ∈ I} be a filtered system of graded R-modules. Then

(colimiMi)(f)
∼= colimi(Mi)(f).

(6) Suppose now that f has positive degree. Pick an integer d ∈ Z and set
M≥d = ⊕n≥dMn. Then, the natural inclusion M≥d → M induces an
isomorphism

M≥d(f)
∼= M(f)

Proof. (1) We know that M 7→Mf is an exact functor from RZ-mod to
RZ
f -mod. Now, a sequence of morphisms in RZ

f -mod is exact iff it’s exact
in each graded component. This tells us that M 7→M(f) = (Mf )0 is also
an exact functor.
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(2) Observe that we have a natural isomorphism of graded R-modules

Mf ⊗Rf
Nf ∼= (M ⊗R N)f .

Under this isomorphism M(f) ⊗R(f) N(f) injects into (M ⊗R N)(f). Now
suppose deg f = 1; we write down the natural map explicitly

M(f) ⊗R(f) N(f) −→ (M ⊗R N)(f)

m

fr
⊗ n

fs
7→ m⊗ n

fr+s
.

To prove that it’s surjective, it’s enough to show that any element of the
form x = m⊗n

ft is in the image of the homomorphism. For this, observe
that degm+deg n = t; moreover by multiplying both halves of the fraction
by suitable multiples of f , we can assume that both degm = r and deg n =
s are positive. Then, we see that m

fr ⊗ n
fs maps to x. The fact that

deg f = 1 was crucial for this splitting to be possible.
(3) From (2), we have

N(n)(f) = (N ⊗R R(n))(f)
∼= N(f) ⊗R(f) R(n)f .

So it suffices to show that R(n)f ∼= R(f). But observe that R(n)(f) =
(Rf )n is the free R(f)-module generated by fn and so is isomorphic to
R(f) as an R(f)-module.

(4) We always have a natural homomorphism of graded Rf -modules:
∗HomR(M,N)f →∗ HomRf

(Mf , Nf ).

If we look at the degree zero terms on both sides, we get a natural homo-
morphism of R(f)-modules

∗HomR(M,N)(f) → HomRZ
f -mod(Mf , Nf ),

which, via restriction, gives us a natural map
∗HomR(M,N)(f) → HomR(f)(M(f), N(f)).

Suppose now that deg f = 1, and that M is finitely presented. By a
standard argument (3.1.12), it suffices to prove that this map is an iso-
morphism for the case where M = R(n), for some n ∈ Z. But now we see
that

HomR(f)(R(n)(f), N(f)) ∼= HomR(f)(R(f), N(f))
∼= N(f)

∼= N(−n)(f)

∼=∗ HomR(R(n), N)(f),

where we’ve used twice the isomorphism from part (4).
(5) It suffices to show that

(
⊕
i

Mi)(f)
∼=
⊕
i

(Mi)(f).

But this follows immediately from the fact that localization commutes
with infinite direct sums.
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(6) We have an exact sequence of R-modules

0→M≥d →M →M/M≥d → 0,

which gives us an exact sequence

0→M≥d(f) →M(f) → (M/M≥d)(f) → 0.

Since f has positive degree and (M/M≥d)n = 0, for n ≥ d, we see
that every element in M/M≥d is annihilated by some power of f , and
so (M/M≥d)f = 0. This shows that the map on the left in the above
sequence is actually an isomorphism.

�

As one can see from the previous Proposition, the situation where deg f = 1 is
nicer in all possible ways. But the other cases aren’t completely hopeless. There
is a little trick we can use to translate everything (not, however, with unblemished
success) to this nice situation.

Definition 1.6.4. Let R be a graded ring; for d ∈ Z, the dth Veronese subring
is the ring R(d) defined as the graded ring with R

(d)
n = Rdn, with multiplication

inherited from R.

This is almost, but not quite, a graded subring of R: the grading is scaled by d.
Observe that we have a natural homomorphism of rings (though not of graded rings)
from R(d) to R: this is just the inclusion map. Now, if f ∈ R is a homogeneous
element of degree d, then in R(d), f has degree 1! This lets us describe R(f) also as
a dehomogenization of a certain ring as in the next Proposition.

grm-veronese-embedding Proposition 1.6.5. Suppose d ∈ Z, and let R and R(d) be as in the discussion
above.

(1) If R is finitely generated over R0, so is R(d). In particular, if R is Noe-
therian, then so is R(d).

(2) If f ∈ R is a homogeneous element of degree md, for some m ∈ Z, then
the natural map of rings R(d) → R induces an isomorphism from R

(d)
(f) to

R(f). In particular, if deg f = d, then

R(f)
∼= R

(d)
f /(f − 1).

(3) If R is positively graded and finitely generated over R0, then there exists
d ∈ N such that R(d)

n = (R(d)
1 )n, for all n ∈ N. In other words, R(d) is

generated by R(d)
1 over R0.

Proof. (1) The second statement will follow from the first via (1.3.4).
So suppose R is finitely generated over R0 by x1, . . . , xn, with deg xi = di.
Let xr11 . . . xrn

n be any monomial such that
∑
i ridi = md, for some m ∈ Z.

Write each ri as qid + si, where 0 ≤ si < |d|. Then we find that we can
express our monomial as

(xq1d1 . . . xqnd
n )(xs11 . . . xsn

n ),

where d |
∑
i sidi. This shows that the finite set of monomials

{xs11 . . . xsi
1 : 0 ≤ si ≤ |d|, d |

∑
i

sidi},
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generates R(d) over R0.
(2) The induced map is a fortiori injective. We only have to check that

it’s surjective. Suppose x = a
fr ∈ R(f); then since deg x = 0, we see

immediately that deg a = rmd, and so a ∈ R(d). For the second statement,
use the fact that deg f = 1 in R(d) combined with (1.6.2).

(3) Just apply part (3) of (1.3.2).
�



CHAPTER 2

Graded Rings and Modules II: Filtrations and
Hilbert Functions

chap:hfm

1. Filtered Rings
hfm-secn:filtered-rings

1.1. Definitions. We’ll be spending a lot of time just setting up the defini-
tions, but there will be results soon.

Note on Notation 2. We will treat 0 as a natural number in this section.
That is, 0 ∈ N.

Definition 2.1.1. A filtration on an R-module M is a collection F •M =
{F iM ⊂M : i ∈ N} of R-submodules of M such that

(1) F 0M = M .
(2) For n ∈ N, FnM ⊃ Fn+1M .

Let R be a ring equipped with a filtration F •R. A filtered module over R is a
pair (M,F •M), where M is an R-module and F •M is a filtration on M such that,
for each pair (n,m) ∈ N× N, we have

FnRFmM ⊂ Fn+mM.

A filtered ring is a ring R equipped with a filtration F •R such that (R,F •R) is
a filtered module over R. In general, we will only talk about filtered modules over
filtered rings.

As always, we will talk about a filtered ring R, meaning implicitly the pair
(R,F •R), for some filtration F •R that should either be clear from context or is not
essential. Same deal holds for filtered modules.

Remark 2.1.2. Given a filtered ring (R,F •R) and any R-module M , we can
equip M with a natural filtered R-module structure by setting F rM = F rR ·M ,
for each r ∈ N. This is called the natural filtration on M .

Observe that every graded module M over a graded ring R has a filtration
given by FnM =

⊕
|m|≥nMm. So every graded ring has the natural structure of a

filtered ring, over which any graded module can be given the structure of a filtered
module.

Definition 2.1.3. A homomorphism ϕ : (R,F •R)→ (S, F •S) of filtered rings
is a map of rings ϕ : R→ S such that, for every n ∈ N, ϕ(FnR) ⊂ FnS.

This definition gives us a category of filtered rings, which we will denote by
FiltRing.

A homomorphism ψ : (M,F •M) → (N,F •N) between two filtered modules
over a filtered ring R is a map of R-modules ψ : M → N such that, for every
n ∈ N, ψ(FnM) ⊂ FnN .

21
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This gives us a category of filtered modules over R, which we will denote by
R-filt.

Definition 2.1.4. If M is a filtered R-module (implicit here is the assumption
that R is a filtered ring) and N ⊂ M is an R-submodule, then N has a natural
filtration given by F rN = F rM ∩N , known as the induced filtration on N . With
the induced filtration N is a filtered submodule of M .

Moreover, M/N also has a natural filtration given by

F r(M/N) = F rM/(N ∩ F rM);

this is called the produced filtration. With the the produced filtration the map
M →M/N is clearly a homomorphism of filtered R-modules.

Remark 2.1.5. With these filtrations in hand, for every homomorphism of fil-
tered modules ϕ : M → N , we can give kerϕ and cokerφ natural filtered structures.
More explicitly, the induces filtration on kerϕ is

F r(kerϕ) = ker(ϕ|F rM );

and the produced filtration on cokerϕ is

F r(cokerφ) = F rN/(ϕ(M) ∩ F rN).

But the filtration on M/ kerϕ is given by

F r (M/ kerϕ) = F rM/ ker(ϕ|F rM ).

So it’s not necessarily true that M/ kerϕ ∼= imϕ as filtered R-modules. That is,
R-filt is not an abelian category. Take any R-module M , and give it two distinct
filtrations F •1M and F •2M such that F r1M ⊂ F r2M , for all r ∈ N. Then, the identity
map on M is a map of filtered modules from (M,F •1M) to (M,F •2M), and has zero
kernel and cokernel; but if there is even one r ∈ N such that F r1M 6= F r2M , then
it’s not an isomorphism. The failure here is analogous to the failure of bijective,
continuous maps to be homeomorphisms.

1.2. From Filtrations to Gradings. There are a few natural functors from
FiltRing to GrRing, the category of graded rings. We’ll describe them now.

Definition 2.1.6. Let (R,F •R) be a filtered ring. The blow-up algebra asso-
ciated to R is the graded R-subalgebra of R[t, t−1] defined by

B(F,R) =
⊕
n∈N

FnRtn;

and the Rees algebra associated to R is the graded R-subalgebra of R[t, t−1] defined
by

R(F,R) =
⊕
n∈Z

FnRtn,

where we set FnR = R, for n < 0.
For any filtered R-module M , we define analogously the graded abelian groups

B(F,M) and R(F,M); it’s easy to see that these are modules over the blow-up
algebra and the Rees algebra, respectively.
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Definition 2.1.7. Given a filtered ring (R,F •R) and a filtered module (M,F •M)
over R, we define the associated graded module to be the graded abelian group

grF (M) =
⊕
n∈N

FnM/Fn+1M.

Note that, for every pair (n,m) ∈ N× N, we have a natural bilinear map

grF (R)n × grF (M)m → grF (M)n+m,

that takes a pair of elements (a (mod Fn+1R), b (mod Fm+1R)) to the element (ab
(mod Fn+m+1M)). It’s easy to see that this is indeed well-defined and bilinear.

This shows that: (a) grF (R) is a graded ring, (b) For every filtered R-module
M , grM (R) is a graded grF (R)-module.

We call grF (R) the associated graded ring of the filtered ring R.

Remark 2.1.8. It’s clear that these constructions are functorial in M . More-
over, we have a natural map in called the initial form map.

in : M → grF (M)

m 7→

{
m (mod F t+1M), if t = sup{n ∈ N : m ∈ FnM} <∞
0, if t =∞

There are natural relations between the Rees algebra and the graded associated
algebra.

hfm-rees-gr-relations Proposition 2.1.9. Let (R,F •R be a filtered ring.
(1) R(F,R)t−1 = R[t, t−1].
(2) R(F,R)/t−1R(F,R) = grF (R).
(3) For 0 6= a ∈ R, R(F,R)/(t−1 − a)R(F,R) = R.
(4) For n ∈ N, we have t−nR(F,R) ∩R = FnR.

Proof. Almost all the statements are immediate. We will prove (3). Observe
that we have

R = R[t, t−1]/(t−1 − a)R[t, t−1] =
(
R(F,R)/(t−1 − a)R(F,R)

)
t−1

But t−1 = a in the quotient ring on the right (before localization) is already invert-
ible, and so we have our identity. �

Definition 2.1.10. Let R be any ring and let I ⊂ R be an ideal. The I-adic
filtration on R is given by FnR = In, for n ∈ N. This gives R the structure of a
filtered ring, which we will denote by (R, I).

Any filtered module M over (R, I) is called an R-module with an I-adic filtra-
tion.

Note on Notation 3. If the filtration on M is the natural I-adic filtration (i.
e. FnM = InM), we denote grF (M), B(F,M) and R(F,M) by grI(M), B(I,M)
and R(I,M) instead.

Remark 2.1.11. In the I-adic case, it’s easy to see that we have

grI(M) ∼= B(I,M)/IB(I,M).

We’ll have reason to use this isomorphism in Chapter 10.
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Now, if we consider the I-adic filtration on a ring R and suppose that I =
(x1, . . . , xd), then we find that grI(R) is generated over R/I by the images ξi =
in(xi) ∈ I/I2. Thus we have a surjection:

(R/I)[t1, . . . , td]→ grI(R)
ti 7→ ξi.

It is important to find general situations where this is an isomorphism. We’ll
find one in (2.3.25) and another very significant one in (10.3.13).

In fact, we can do this in a little more generality. Let M be any R-module;
then we have a surjection:

ϕIM : (M/IM)[t1, . . . , td]→ grI(M).

This map is obtained from rather general considerations: If N is a graded module
over a graded ring S, then we have a natural map

hfm-eqn:tensor-zero-generatedhfm-eqn:tensor-zero-generated (1) N0 ⊗S0 S → N.

If N is generated by N0 over S, then this is in fact a surjection, and so, if S is
generated over S0 by finitely many elements x1, . . . , xd ∈ S1, we get a surjection

N0[t1, . . . , td]→ N.

In our specific case here, N = grI(M) and S = grI(R), whence our map. We’ll
investigate its properties in (2.3.25). In fact, under some flatness hypotheses, the
surjection in (1) is an isomorphism in this situation. See (3.4.1) for more on that.

We end this section with a small definition.

hfm-shifted-filtration Definition 2.1.12. Let (M,F •M) be a filtered R-module. For n ∈ N, we
denote by M(−n) the filtered R-module, whose underlying R-module is M , but
whose filtration is given by

F rM(−n) =

{
M , if r ≤ n
F r−nM , if r ≥ n.

It’s immediate that grF (M(−n)) ∼= grF (M)(−n).

1.3. More on the Initial Form Map. The initial form map in : M →
grF (M), for a given filtered R-module (M,F •M) is in general neither an additive
nor a multiplicative homomorphism. The following Proposition tells us how close
(or far) it is from being such a homomorphism.

hfm-initial-form-map Proposition 2.1.13. Let (M,F •M) be a filtered R-module, and consider the
initial form map in : M → grI(M).

(1) For m,n ∈ M , we have either in(m) + in(n) = 0, or in(m) + in(n) =
in(m+ n).

(2) For m ∈ M and r ∈ R, we have either in(r) in(m) = 0, or in(r) in(m) =
in(rm).

Proof. (1) Suppose in(m) + in(n) 6= 0. If either in(m) or in(n) is 0,
then we’re done; so assume that both are non-zero. In this case, we can
find k, l ∈ N such that k is the maximal number with m ∈ F kM , and l is
the maximal number with n ∈ F lM . Without loss of generality, we can
assume that k ≥ l. First assume that k > l: in this case,

�
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It is often the case that properties of grF (M) can be lifted to M using the
initial form map. Before we give an example, we need a definition.

Definition 2.1.14. A filtered module (M,F •M) over a filtered ring (R,F •R)
is separated if we have ⋂

n∈Z
FnM = 0.

A filtered ring (R,F •R) is separated if it is separated as a module over itself.

hfm-gr-domain-ring-domain Proposition 2.1.15. Suppose (R,F •R) is a separated filtered ring. If grF (R)
is a domain, then so is R.

Proof. Assume that R is not a domain; then we can find x, y ∈ R \ {0} such
that xy = 0. Since R is separated, we see that in(x) and in(y) are non-zero, but
their product is of course zero. �

Example 2.1.16. The converse is not true. That is, R can be a domain with-
out the property descending to grF (R). Consider the ring R = k[x, y]/(x2 − y3)
equipped with the filtration FnR = mn, where m = (x, y). Then in(x) 6= 0, but

in(x)2 = y3 (mod m3) = 0

Here’s a result that we’ll need later.

hfm-gr-quotient-ideal Proposition 2.1.17. Let J ⊂ I ⊂ R be a chain of ideals in R, and let M be
an R-module; then we have

grI(M/JM) ∼= grI(M)/ in(J).

Proof. Observe that B(I,M/JM) = ⊕n≥0I
nM/ (InM ∩ JM). Consider

this commutative diagram with exact rows:
0 > ⊕n≥0 (InM ∩ JM) > B(I,M) > B(I,M/JM) > 0

0 > K

α′

∨
> grI(M)

α

∨
> grI(M/JM)

α′′

∨
> 0

Since the kernel of α surjects onto the kernel of α′′, and since α and α′′ are surjective,
we find by the Snake Lemma that α′ is also surjective. Namely, we find that the
kernel of the natural surjection grI(M)→ grI(M/JM) is

⊕n≥0 (InM ∩ JM) /
(
In+1M ∩ JM

)
.

It’s easy to check now that this is precisely in(J). �

2. Finiteness Conditions: The Artin-Rees Lemma

Definition 2.2.1. A filtered module M over a filtered ring R is stable if there
exists n0 ∈ N such that for n ≥ n0, we have (Fn−n0R)(Fn0M) = FnM .

Remark 2.2.2. Note that the natural filtration on any R-module is always
stable.

hfm-pre-artin-rees Proposition 2.2.3. Let (R,F •R) be a filtered ring, and let M be a filtered
R-module, finitely generated over R. Then the following are equivalent:

(1) M is stable.
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(2) B(F,M) is a finitely generated module over B(F,R).

Proof. (1)⇒ (2): In this case, FnM is a finitely generated R-module,
for all n ∈ N. Choose a set of generators {mni : 1 ≤ i ≤ rn}. Let n0 ∈ N
be as in the definition of stability, and let N ′ ⊂ B(F,M) be the submodule
generated by the elements {mnit

n : 1 ≤ n ≤ n0, 1 ≤ i ≤ rn}. Then we see
that N ′ = B(F,M), proving one implication.

(2)⇒ (1): The proof of this is contained in part (4) of (1.3.2).
�

Definition 2.2.4. A filtered ring (R,F •R) is Noetherian if the Rees algebra
R(F,R) is a Noetherian ring.

hfm-noetherian-filtrations Proposition 2.2.5. Let (R,F •R) be a filtered ring. Then the following are
equivalent.

(1) (R,F •R) is Noetherian.
(2) R is Noetherian and R(F,R) is finitely generated over R.
(3) R is Noetherian and B(F,R) is finitely generated over R.

Proof. Follows from (1.3.4). �

hfm-artin-rees Theorem 2.2.6 (Artin-Rees). Let (R,F •R) be Noetherian, and let M be a sta-
ble filtered R-module, finitely generated over R. Let N ⊂ M be any R-submodule.
Then the induced filtration on N is also stable.

Proof. Just observe that if N is given the induced filtration, then B(F,N) ⊂
B(F,M) is a B(F,R)-submodule. Hence, if B(F,R) is Noetherian, then it’s also
finitely generated, which, by the Proposition above, shows that N is stable when
endowed with the induced filtration. �

hfm-original-artin-rees Corollary 2.2.7 (The Original Artin-Rees). Suppose R is Noetherian, and
I ⊂ R is an ideal.

(1) (R, I) is Noetherian.
(2) If M is a finitely generated R-module equipped with the natural I-adic

filtration, then, for any submodule N ⊂M , there is n0 ∈ N such that, for
n ≥ n0,

InM ∩N = In−n0(In0M ∩N).

Proof. (1) Since I can be generated by finitely many elements, this
follows from (2.2.5).

(2) Follows immediately from (2.2.6). Observe that the natural filtration on
M is stable by definition.

�

hfm-krull-intersection Theorem 2.2.8 (Krull’s Intersection Theorem). If R is a Noetherian ring, and
M is a finitely generated R-module, then, for any ideal I  R, there is a ∈ I such
that

(1− a)

(⋂
n∈N

InM

)
= 0.
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Proof. Let E =
⋂
n∈N I

nM ; we will show that IE = E. The result will then
follow from (4.1.1). For this, we use Artin-Rees above, to find n0 ∈ N such that

E = In0+1M ∩ E = I(In0M ∩ E) = IE.

�

Here’s the form in which this is mostly used.

hfm-krull-int-jacobson Corollary 2.2.9. If R is a Noetherian ring, and if I ⊂ Jac(R), then, for any
finitely generated R-module M , we have⋂

n∈N
InM = 0.

Proof. Follows from Nakayama’s Lemma, since IE = E implies E = 0. �

We also present a graded version.

hfm-krull-int-star-local Corollary 2.2.10. If (R,m) is a Noetherian ∗local ring, then, for any finitely
generated graded R-module M , we have⋂

n∈N
mnM = 0.

Proof. Use the graded version of Nakayama’s Lemma (1.2.7). �

3. The Hilbert-Samuel Polynomial
hfm-secn:hilbert-samuel

3.1. Functions of Polynomial Type.

Definition 2.3.1. A polynomial f(t) ∈ Q[t] is integer valued if, for all n ∈ Z,
f(n) is an integer.

For k ∈ N, we define the polynomial Qk(t) ∈ Q[t] via the formula

Qk(t) =
t(t− 1) . . . (t− k + 1)

k!
.

For k = 0, we set Q0(t) = 1.
The difference operator is the linear map ∆ : Q[t] → Q[t] that assigns to each

polynomial f(t), the polynomial ∆f(t) = f(t)− f(t− 1).

Here are some elementary properties of the difference operator.

hfm-delta-prps Lemma 2.3.2. (1) For every k ∈ N, ∆Qk(t) = Qk−1(t).
(2) For every k ∈ N, Qk(t) is integer valued.
(3) ∆f(t) = ∆g(t) if and only if f(t)− g(t) is a constant.

Proof. (1) Clear.
(2) By induction. Clearly Q1 is integer valued. Moreover, for every n ∈ Z,

and k > 1, we have

Qk(n) =
n∑
r=0

Qk−1(r),

which proves our result.
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(3) One direction is easy. For the other, observe that for every n ∈ N, we
have

f(n) = f(0) +
n∑
k=0

∆f(k),

and so f(t) − f(0) and g(t) − g(0) agree for infinitely many values in Q.
This of course means that they are equal in the ring of polynomials over
Q.

�

hfm-int-valued-poly Proposition 2.3.3. Let f(t) ∈ Q[t] be a polynomial over Q, and let N ⊂ Q[t]
be the subspace spanned by the polynomials Qk, k ≥ 0, over Z. Then the following
are equivalent:

(1) f(t) ∈ N .
(2) f(t) is integer valued.
(3) f(n) ∈ Z, for all large enough n ∈ Z.
(4) ∆f(t) ∈ N and there exists at least one n ∈ Z such that f(n) ∈ Z.

Moreover, we have deg f = deg ∆f + 1.

Proof. (1)⇒ (2): Follows from the Lemma above.
(2)⇒ (3): Obvious.
(1)⇔ (4): From part (1) of the Lemma above, it follows that if f(t) is in N ,

then so is ∆f(t). For the other direction, suppose ∆f(t) =
∑r
k=0 ekQk(t);

then we see from part (3) of the Lemma that

f(t) = c+
r∑

k=0

ekQk+1(t),

for some constant c ∈ Q. Since f(t)− c is integer valued, and since there
is some n such that f(n) is integer valued, we find that c ∈ Z, and so
f(t) ∈ N .

(3)⇒ (1): By induction on the degree of f . If deg f = 0, then this is obvious.
So assume deg f > 0; then by the induction hypothesis ∆f (which also
has integer values for large enough n) will be in N . So we see that f
satisfies the conditions in (4); but we’ve already shown that (4)⇒ (1).

The last assertion is obvious. �

Remark 2.3.4. For every k ∈ N, we have a nice map

ek : N → Z,

which takes an integer valued polynomial f to the coefficient of Qk in its linear
expansion. By part (1) of the Lemma, these maps satisfy the relation ek−1◦∆ = ek.
Proceeding inductively, we find that, for every k ∈ N, we have ek = e0 ◦∆k. What
this means is that, for every f ∈ N , the coefficient of Qk in the linear expansion of
f is just the constant term in ∆kf .

Also note that Qk is a polynomial of degree k. So for an integer valued poly-
nomial f of degree r, we have

r = max{k ≥ 0 : ek(f) 6= 0},

and we have f(t) = er
tr

(r−1)! + lower degree terms. So we see that f(n) > 0 for
large enough n if and only if er > 0 if and only if ∆rf > 0.
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Definition 2.3.5. A function f : Z → Q is of polynomial type if there is an
n0 ∈ N, and a polynomial g(t) ∈ Q[t], such that for all n ≥ n0, f(n) = g(n).

Note that given any function f of polynomial type, there is a unique polynomial
Pf that satisfies the above condition. Indeed, any two polynomials that agree with
f for large enough n, must take the same value at infinitely many points, and must
thus be equal. We define the degree of a function of polynomial type to be the
degree of Pf , and we denote it by deg f .

Let Poly be the space of all functions defined on Z of polynomial type. Then
here again we have a difference operator ∆ : Poly → Poly given by ∆f(n) =
f(n)− f(n− 1). It is clear that P∆f = ∆Pf .

A function of f : Z→ Q is integer valued if f(n) ∈ Z for large enough n ∈ Z. It
is clear that if f is integer valued and is of polynomial type, then Pf is also integer
valued (2.3.3). In this case, for k ∈ N, we set ek(f) = ek(Pf ).

hfm-difference-fn-polytype Proposition 2.3.6. Let f : Z → Q be an integer valued function. Then the
following are equivalent:

(1) f is of polynomial type.
(2) ∆f is of polynomial type.
(3) There exists k ≥ 0 such that ∆kf(n) = 0, for large enough n.

Moreover, we have deg f = deg ∆f + 1.

Proof. (1)⇒ (2)⇒ (3) is immediate. We’ll prove (3)⇒ (1) by induction on
k. When k = 0, this is trivial; so suppose k > 0, and observe that k − 1 works
for ∆f . Therefore, ∆f is of polynomial type. But now g =

∑
k≥0 ek(∆f)Qk+1

is an integer valued polynomial. Consider now the function h : n 7→ f(n) − g(n).
For n large, we have ∆h(n) = 0, and so there exists a constant r ∈ Z such that
for large enough n, h(n) = r. This implies that f is of polynomial type, and that
Pf (t) = g(t) + r.

The last assertion now follows from (2.3.3). �

3.2. The Hilbert Function.

Note on Notation 4. In this section, all our graded rings S will be finitely
generated S0-algebras, where S0 is an Artinian ring.

Observe that if M is a finitely generated graded S-module, then, for each n ∈ Z,
Mn is a finitely generated S0-module (1.3.2). Hence, for each n ∈ Z, Mn has finite
length. This leads to the following definition.

Definition 2.3.7. Let M be a finitely generated, graded module over a graded
ring S. The Hilbert function of M is the map

H(M, ) : Z→ N
n 7→ l(Mn).

The Hilbert Series of M is the Laurent series P (M, t) =
∑
n∈Z H(M,n)tn.

hfm-hilbert-series-rational-repn Proposition 2.3.8. Let S be a graded ring generated over S0 by x1, . . . , xs,
with deg xi = ki, and let M be a finitely generated, graded S-module. Then, there
exists a polynomial f(t) ∈ Z[t], with deg f ≤

∑s
i=1 ki, such that

P (M, t) =
f(t)∏s

i=1(1− tki)
.
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Proof. We do this by induction on the number of generators. When s = 0,
M is just a finitely generated S0-module with bounded grading, and so P (M, t) is
already a polynomial. Suppose now that the statement of the proposition is valid
for r ≤ s− 1. For n ∈ Z, consider the following exact sequence:

0→ kermxs
(−ks)→M(−ks)

mxs−−−→→M → cokermxs
→ 0,

where by mxs
, we denote the map given by scalar multiplication by xs on M .

Let K = kermxs
, and let L = cokermxs

be graded modules over S. Then we
see that xs has trivial action on bothK and L, and so they’re in fact graded modules
over S′ = S0[x1, . . . , xs−1]. By the inductive hypothesis, we can find polynomials
g(t), h(t) ∈ Z[t], with deg g,deg h ≤

∑s−1
i=1 ki, such that

P (K, t) =
g(t)∏s−1

i=1 (1− tki)
,(2)

P (L, t) =
h(t)∏s−1

i=1 (1− tki)
.(3)

Now, using the additivity of l, we see that

P (M, t) + tksP (K, t) = tksP (M, t) + P (L, t).

This implies that

P (M, t) =
P (L, t)− tksP (K, t)

1− tks

=
h(t)− tksg(t)∏s
i=1(1− tki)

=
f(t)∏s

i=1(1− tki)
,

where deg f ≤
∑s
i=1 ki, as we had claimed. �

The most important application of this proposition is to the case where ki = 1,
for all i.

hfm-hilbert-fn-polytype Corollary 2.3.9. Let S be a graded ring finitely generated by S1 over S0

by x1, . . . , xs. Then, for any finitely generated graded S-module M , the Hilbert
function H(M,n) is of polynomial type and its degree is at most s− 1.

Proof. By the Proposition, we can express the Hilbert series as a rational
function in the form

P (M, t) =
f(t)

(1− t)s
,

where deg f ≤ s.
After factoring out all powers of (1− t) from f(t), we can write

P (M, t) = g(t)(1− t)−d

for some d ∈ N, and some g(t) ∈ Z[t], with deg g = r ≤ d.
Now, (1 − t)−d =

∑∞
n=0

(
d+n−1
d−1

)
tn. Suppose g(t) =

∑r
m=1 gmt

m; then we see
that

H(M,n) =
r∑

m=1

gm

(
d+ n−m− 1

d− 1

)
,
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where
(
k
l

)
= 0, for k < l. Set

ϕ(n) =
r∑

m=1

gmQd−1(n+ d−m− 1).

This is an integer valued polynomial of degree d − 1 with ed−1(ϕ) = g(1) 6= 0.
Moreover, ϕ(n) = H(M,n), for n large enough; so H(M, ) is of polynomial type
of degree d− 1. Since d ≤ s, our proof is done. �

Definition 2.3.10. With all the notation as in the Corollary above, we say
that the polynomial associated do H(M,n), which we also denote HM (n), is called
the Hilbert polynomial of the graded S-module M .

hfm-hilbertfn-polynomial-ring Example 2.3.11. Suppose R is an Artinian ring; let M be a finitely generated
R-module. Consider the graded R̃ = A[t1, . . . , td]-module M̃ = M [t1, . . . , td]. Since
there are

(
d+n−1
n

)
monomials of degree n, we see that the nth graded component is

isomorphic to M(d+n−1
n ). If we take λ to be the length function, we see that

H(M̃, n) = l(M)
(
d+ n− 1
d− 1

)
= l(M)Qd−1(d+ n− 1)

is a polynomial of degree d− 1 with

∆d−1H(M,n) = ed−1(H(M,n)) = l(M).

Now, suppose M = R = k is a field, and let F ∈ k̃r be some homogeneous
polynomial. Then, if I = (F ), Ir+k, for k ≥ 0, is spanned by the product of F with
all monomials of degree k. Hence, we see that, for n ≥ r, we have

l(In) =
(
d+ n− r − 1

d− 1

)
= Qd−1(d+ n− r − 1),

which says that
∆d−1H(I, n) = ed−1(H(I, n)) = 1.

In fact, these calculations can be used to characterize polynomial rings

hfm-module-polynom-algebra Proposition 2.3.12. With the notation as in the above example, let N be a
graded R̃-module, generated by N0 over R̃. Then, we have

∆r−1H(N,n) ≤ l(N0).

Moreover, the following statements are equivalent:
(1) ∆d−1H(N,n) = l(N0).
(2) H(N,n) = l(N0)

(
d+n−1
n

)
.

(3) The natural map N0[t1, . . . , td]→ N is an isomorphism.

Proof. Let ϕ : N0[t1, . . . , td]→ N be the natural map considered in (3), and
let K = kerϕ. Then, we see that H(K,n) +H(N,n) = H(Ñ0, n), and so we find
that

∆d−1
(
H(Ñ0, n)−H(N,n)

)
= ∆d−1H(K,n).

Now, if degH(K,n) = d−1, then ∆d−1H(K,n) > 0, since the polynomial takes only
positive values, for large enough n. If the degree is lower, then ∆d−1H(K,n) = 0.
In either case, we find that

∆d−1H(N,n) ≤ ∆d−1H(Ñ0, n) = l(N0).
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Now, we proceed to the proof of the equivalences. It’s easy to see that (3) ⇒
(2)⇒ (1), using the example above. We will show (1)⇒ (3): This will be done by
showing that for any non-zero graded submodule K of Ñ0, we have ∆d−1H(K,n) ≥
1. Given this, we see that ∆d−1H(N,n) < l(N0), whenever the kernel K of ϕ is
non-zero. To prove our claim, take any composition series

0 = M0 ⊂M1 ⊂ . . . ⊂Ms = N0

of N0. Then, for every i, Mi/Mi−1
∼= A/mi, for some maximal ideal mi ⊂ A. Now,

we get a filtration for K, by taking F iK = K∩Mi[t1, . . . , td]. Since F iK/F i−1K ⊂
k[x1, . . . , xd], where k = A/mi, and F iK 6= F i−1K for at least one i, it will suffice
to show that ∆d−1H(I, n) ≥ 1, where 0 6= I ⊂ k[t1, . . . , td] is a homogeneous ideal.
But now, I contains a homogeneous element f of, say, degree r, and we have

∆d−1H(I, n) ≥ ∆d−1H((f), n) = 1,

which is what we wanted to show. �

3.3. The Samuel Function.

Note on Notation 5. From now on, R will be a Noetherian ring, and M will
be a finitely generated module over R.

hfm-defn:ideal-of-defn Definition 2.3.13. An ideal q ⊂ R is called an ideal of definition for the
module M if M/qM is an Artinian R/q-module.

Remark 2.3.14. Observe that if q is an ideal of definition for R, then it is an
ideal of definition for every finitely generated R-module M . This is because M/qM
will be a finitely generated module over the Artinian ring R/q, and will thus be an
Artinian module.

hfm-ideal-of-defn Lemma 2.3.15. The following are equivalent for an ideal q ⊂M .
(1) q is an ideal of definition for M .
(2) R/(annM + q) is an Artinian ring.
(3) SuppM ∩ V (q) is a finite set consisting entirely of maximal ideals.

Proof. Observe that M/qM is Artinian if and only if the ring R/ ann(M/qM)
is Artinian. Also observe that ann(M) + q ⊂ ann(M/qM); so we have

Supp(M/qM) = V (ann(M/qM)) ⊂ V (ann(M) + q) = SuppM ∩ V (q).

We will show equality. Indeed, let P ∈ Supp(M) ∩ V (q) be any prime. Then, we
see that MP /qPMP 6= 0, by Nakayama’s Lemma. Hence P ∈ Supp(M/qM), which
finishes our proof. �

Remark 2.3.16. In the cases we’ll be interested in, R will be a semilocal ring,
that is a ring with only finitely many maximal ideals, and q will be an ideal of
definition for R, which is equivalent to saying that q contains a power of Jac(R).
There it’s immediate that SuppM ∩ V (q) will contain only finitely many maximal
ideals.

hfm-finiteness-of-qadic-length Proposition 2.3.17. Let (R, q) be the q-adic filtered ring, and let (M,F •M)
be a stable filtered module over (R, q). Then M/F rM has finite length, for all
r ∈ N. Moreover, if q is generated by s elements, the function n 7→ l(M/Fn+1M)
is of polynomial type of degree at most s.
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Proof. For every r ∈ N, we have F rM ⊃ qrM . Hence, it suffices to show that
M/qrM is Artinian, for every r ∈ N. But this follows from the Lemma above, and
the fact that V (q) = V (qr), for any r ∈ N.

Consider the graded associated ring grq(R): this is generated in degree 1 by
the s generators of q. Moreover, if n0 ∈ N is such that qFnM = Fn+1M , for all
n ≥ n+ 0 (this exists, since M is stable), then grF (M) is generated over grq(R) by
the finitely generated R/q-submodule

M/F 1M ⊕ . . .⊕ Fn0M/Fn0+1M,

and is hence finitely generated. So we are in a position to conclude, via (2.3.9) that
the Hilbert function H(grF (M), ) of M is of polynomial type of degree at most
s− 1. Now, observe that if fM : n 7→ l(M/Fn+1M), then

∆fM (n) = l(FnM/Fn+1M) = H(grF (M), n),

which is a function of polynomial type of degree at most s − 1 by (2.3.9); so, by
(2.3.6), fM is a function of polynomial type of degree at most s. �

hfm-defn:samuel-polynomial Definition 2.3.18. Given a stable filtered module (M,F •M) over (R, q), where
q is an ideal of definition for M , the Hilbert polynomial of M , denoted HF

M , is the
Hilbert polynomial associated to the graded module grF (M). As usual, if F is the
natural q-adic filtration, we denote the polynomial by Hq

M

The Samuel polynomial of M , denoted χFM , is the polynomial associated to the
function of polynomial type fM , where fM is as in the proof of the Proposition
above. Again, if F is the natural filtration, we denote this by χq

M .

Remark 2.3.19. Observe that we have ∆χFM = HF
M .

The next result shows how invariant χFM is under different choices of q-adic
filtration on M .

hfm-qadic-filtration Proposition 2.3.20. Let (M,F •M) be any stable filtered module over (R, q),
and let (M, q) be the same underlying R-module equipped with the natural q-adic
filtration. Suppose q is an ideal of definition for M . Then, there exists a polynomial
ϕ with degϕ < degχq

M such that

χFM − χ
q
M = ϕ.

In particular, χFM and χq
M have the same degree and leading coefficient.

Proof. Observe that, by the stability of M , there exists n0 ∈ N such that, for
n ≥ n0,

qnM ⊂ FnM = qn−n0Fn0 M ⊂ qn−n0M.

Hence, we see that, for n > n0,

χq
M (n− 1) ≥ χFM (n− 1) ≥ χq

M (n− n0 − 1).

One now gets the statement from the general result that if p(t), q(t) ∈ Q[t] are two
polynomials such that there exists n0 ∈ N with

p(n) ≥ q(n) ≥ p(n− n0),

for n ≥ n0, then deg p = deg q, and they have the same leading coefficient. For this
just observe that

lim
n→∞

q(n)
p(n)

= 1.
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�

Remark 2.3.21. For most applications, we only care about the degree (in
dimension theory), and the leading coefficient (in the study of multiplicities) of the
Samuel polynomial. The above Proposition shows that, this being the case, we need
only ever concern ourselves with the natural q-adic filtrations on our R-modules.

hfm-samuel-short-exctseq Corollary 2.3.22. Suppose we have an exact sequence of finitely generated
R-modules

0→M ′ →M →M ′′ → 0.

Suppose also that q is an ideal of definition for M . Then it is also an ideal of
definition for M ′ and M ′′, and there is a polynomial ϕ, with degϕ < degχq

M ′ such
that

χq
M − χ

q
M ′′ = χq

M ′ + ϕ.

Proof. Observe that ann(M) ⊂ ann(M ′) and ann(M) ⊂ ann(M ′′). Now, the
first statement follows from (2.3.15).

For r ∈ N, let F rM ′ = M ′/(M ′ ∩ qrM); this is the filtration induced on M ′

by the q-adic filtration on M . By Artin-Rees (2.2.6), this is stable, and so by the
Proposition we see that there is a polynomial ϕ, with degϕ < degχq

M ′ such that

χFM ′ = χq
M ′ + ϕ.

Now, we have the exact sequence

0→M ′/(M ′ ∩ qnM)→M/qnM →M ′′/qnM ′′ → 0.

This gives us the equality

χq
M − χ

q
M ′′ = χFM ′ = χq

M + ϕ.

�

The next Proposition shows that, to compute the Samuel polynomial, it suffices
to be able to do it in the case where (R,m) is a local ring, and q ⊂ m is a primary
ideal.

hfm-samuel-local-ring Proposition 2.3.23. Let M be a finitely generated R-module, and let q ⊂ R
be an ideal of definition for M . Suppose

V (q) ∩ SuppM = {m1, . . . ,mr},

and for 1 ≤ i ≤ r, set Mi = Mmi
and qi = qmi

. Then

χq
M =

r∑
i=1

χqi

Mi
.

Proof. For each n ∈ N, M/qnM is an Artinian module over the Artinian ring
R/(qn + ann(M)), whose set of maximal ideals is precisely {m1, . . . ,mr}. Then the
identity falls out of the natural isomorphism

M/qnM ∼=
r⊕
i=1

Mi/q
n
iMi,

and the fact that length is additive. �
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Though the Samuel polynomial is linked with the pair (q,M), where q is an
ideal of definition for a finitely generated module M , the next result shows that
its degree is a somewhat coarse invariant. We will strengthen this result later in
(6.2.14).

hfm-ind-ideal-of-definition Proposition 2.3.24. The degree of the Samuel polynomial χq
M depends only

on the finite set SuppM ∩ V (q) and the module M .

Proof. Consider M as an S-module instead, where S = R/ ann(M), and
replace q and q′ by qS and q′S. In this case, we have ann(M) = 0, and so V (q) =
V (q′), which implies that rad(q) = rad(q′). Hence, we can find n ∈ N such that
qn ⊂ q′; and so

χq
M (mn− 1) ≥ χq′

M (m− 1),
for all m ∈ N. This shows that

degχq
M ≥ degχq′

M .

We get the other inequality by symmetry. �

As we discussed in our introduction to I-adic filtrations and the associated
graded ring, we have a natural surjective map

(M/qM)[t0, . . . , td]→ grq(M),

where q is some ideal of definition for M generated by d elements. The next
Proposition looks at the behavior of this map and relates it to the leading coefficient
of the Samuel polynomial χq

M .

hfm-sop-quasiregular Proposition 2.3.25. For any ideal of definition q ⊂ R, and any faithful,
finitely generated R-module M , we have

∆dχq
M ≤ l(M/qM).

Equality above holds if and only if either of the following conditions is true:
(1) χq

M (n) = l(M/qM)
(
n+d
d

)
.

(2) The natural map

(M/qM)[t1, . . . , td]→ grq(M)

is an isomorphism.

Proof. Observe that ∆χq
M (n) = H(grq(M), n), by definition. Hence we see

that
∆dχq

M = ∆d−1H(grq(M), n) ≤ l(M/qM),
by Proposition (2.3.12). Now, the equivalences in the statement follow from the
same Proposition, and the equivalences that we give right below.

∆dχq
M = l(M/qM)⇔ ∆d−1H(grq(M), n) = l(M/qM).

χq
M (n) = l(M/qM)

(
n+ d

d

)
⇔ H(grq(M), n) = l(M/qM)

(
n+ d− 1
d− 1

)
.

For the equivalence with (2) just take N = grq(M), and N0 = M/qM in (3) of
Proposition (2.3.12). �





CHAPTER 3

Flatness

chap:flat

Note on Notation 6. In this chapter, R will denote a commutative ring

1. Basics

Definition 3.1.1. An R-module M is flat if the functor

M ⊗R : R-mod −→ R-mod

is left exact; or, equivalently, if the functor above is exact.

An important characteristic of flat modules is that they commute with coho-
mology of complexes, in a sense that will be made clear in the following proposition.

flat-commutes-cohomology Proposition 3.1.2. Let C• be a chain complex of R-modules, and let M be a
flat R-module. Then we have

H•(C)⊗RM ∼= H•(C ⊗RM).

Proof. All this is saying is that tensoring with M preserves kernels and cok-
ernels. �

flat-intersections-commute Corollary 3.1.3. Let M be an R-module, and let {Mi : i ∈ I} be a collec-
tion of R-submodules of M . Let N be a flat R-module; then, we have a natural
isomorphism

(
⋂
i

Mi)⊗R N ∼=
⋂
i

(Mi ⊗R N) ⊂M ⊗R N.

Proof. Observe that
⋂
iMi is the kernel of the map M →

⊕
iM/Mi, and

that we have

(
⊕
i

M/Mi)⊗R N =
⊕
i

(M ⊗R N)/(Mi ⊗R N),

and use flatness of N again to get the result. �

flat-direct-sum Proposition 3.1.4. Let {Mi : i ∈ I} be a collection of R-modules. Then
M =

⊕
iMi is flat if and only if each of the Mi is flat.

Proof. It’s evident that tensoring by M preserves monomorphisms only if
tensoring by each of the Mi does. For the other direction, use the fact that direct
sum is an exact functor that commutes with tensor product. �

flat-projective Corollary 3.1.5. Any projective R-module is flat.

Proof. Any projective R-module is a direct summand of a free module, and
the statement now follows from the Proposition above, since free modules are clearly
flat. �

37
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flat-base-change Proposition 3.1.6. Let S be any commutative R-algebra, let M be a flat R-
module, and let N be a flat S-module.

(1) M ⊗R N is flat over S.
(2) If S is flat over R, then so is N .
(3) If M is also an S-module, then N ⊗S M is flat over R.

Proof. (1) Observe that, for any S-module P , we have the natural iso-
morphism

(M ⊗R N)⊗S P ∼= M ⊗R (N ⊗S P )

Since the functors N ⊗S and M ⊗R are both exact, this tells us that
M ⊗R N is flat over S.

(2) Similar to the first part: note that the functor N ⊗R is isomorphic to
N ⊗S S ⊗R , which is the composition of two exact functors.

(3) Same kind of proof: observe that the functor in question is the composition
N ⊗S M ⊗R of exact functors.

�

Remark 3.1.7. Of course, the commutativity hypothesis can be removed with
a careful handling of right-left subtleties, but we won’t need the more general
assertion.

flat-localization-quotient Corollary 3.1.8. Let M be a flat R-module.
(1) For any ideal I ⊂ R, M/IM is a flat R/I-module.
(2) For any multiplicative subset S ⊂ R, S−1M is flat over S−1R.

Proof. Both follow immediately from the Proposition. �

flat-iff-localization-flat Proposition 3.1.9. The following are equivalent for an R-module M :
(1) M is flat.
(2) MP is a flat RP -module, for every prime P ⊂ R.
(3) Mm is a flat Rm-module, for every maximal ideal m ⊂ R.

Proof. (1) ⇒ (2) ⇒ (3) follows immediately from part (2) of the previous
Corollary. We will show (3)⇒ (1). Observe that it’s enough to show that tensoring
by M preserves injections. So let ϕ : P → N be an injection, and consider the map

1⊗ ϕ : M ⊗R P →M ⊗R N.
For every maximal ideal m ⊂ R, we see that (1 ⊗ ϕ)m is an injection. Therefore,
1⊗ ϕ must also be an injection, thus finishing our proof. �

flat-relative-localization Corollary 3.1.10. Let S be a commutative R-algebra, and let M be an S-
module. Then the following are equivalent:

(1) M is flat over R
(2) For every prime Q ⊂ S, MQ is flat over RP , where P = Qc ⊂ R.
(3) For every maximal ideal Q ⊂ S, MQ is flat over RP , where P = Qc ⊂ R.

Proof. For (1) ⇒ (2), note that MQ
∼= MP ⊗SP

SQ, where MP is flat over
RP and SQ is flat over SP . The implication now follows from part (3) of (3.1.6).
(2) ⇒ (3) is trivial, so we’ll finish by proving (3) ⇒ (1). So suppose N ′ → N is
a monomorphism of R-modules; then we’ll be done if we show that M ⊗R N ′ →
M ⊗R N is a monomorphism of S-modules. It suffices to show this after localizing
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at a maximal ideal Q ⊂ S; but that this is true follows immediately from our
hypothesis in (3). �

The next Proposition will be used often in the remainder of these notes.

flat-fin-pres-hom-tensor-commute Proposition 3.1.11. Let S be an R-algebra, let M and N be R-modules, with
M finitely presented and let P be an S-module flat over R. Then, we have a natural
isomorphism

Ψ : HomR(M,N)⊗R P → HomS(M ⊗R S,N ⊗R P ).

Proof. First let’s define the map. Given a map ϕ : M → N and p ∈ P , we
send ϕ⊗ p to the map

Ψ(ϕ) : M ⊗R SN ⊗R P
m⊗ s 7→ ϕ(m)⊗ sp.

One checks immediately that this assignment is well defined, and that the statement
is true for M = R, and hence for M = Rn, for all n ∈ N. Given this, and a finite
presentation Rn → Rm →M , we have the following diagram with exact rows:

0 > HomR(M,N)⊗R P > HomR(Rm, N)⊗R P > HomR(Rn, N)⊗R P

0 > HomS(M ⊗R S,N ⊗R P )
∨

> HomS(Sm, N ⊗R P )

∼=

∨
> HomS(Sn, N ⊗R P )

∼=

∨

which tells us that the map on the left is also an isomorphism. We used the flatness
of P to ensure that the top row is exact. �

flat-fin-pres-hom-loc-commute Corollary 3.1.12. Let U ⊂ R be a multiplicative set, and let M and N be
R-modules, with M finitely presented. Then we have a natural isomorphism

U−1 HomR(M,N) ∼= HomU−1R(U−1M,U−1N).

Proof. Simply observe that U−1R is flat over R. �

Remark 3.1.13. See also [RS, 4.16 ] for the corresponding statement for finitely
presented sheaves.

2. Homological Criterion for Flatness

The most important characterization of flat modules is the following homolog-
ical one.

flat-homological-criterion Theorem 3.2.1 (Homological Criterion). The following are equivalent for an
R-module M

(1) M is flat.
(2) For every R-module N , and every n ∈ N, TorRn (N,M) = 0.
(3) For every ideal I ⊂ R, Tor1(R/I,M) = 0.
(4) For every ideal I ⊂ R, the natural map

I ⊗RM →M

is an injection.
(5) For every finitely generated R-module N , TorR1 (N,M) = 0.
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(6) For every injection ϕ : N → P , with N and P finitely generated,

ϕ⊗ 1 : N ⊗RM → P ⊗RM

is also an injection.

Proof. (1)⇔ (2): Follows from the definition of the derived functor
TorR• ( ,M).

(2)⇒ (3): Trivial.
(3)⇔ (4): Follows from the long exact sequence for TorR• ( ,M) associated

to the short exact sequence

0→ I → R→ R/I → 0.

(3)⇒ (5): We will do this by induction on the number of generators of N . If
N has a single generator, then N ∼= R/I, for some ideal I ⊂ R, and so the
statement follows. Otherwise, suppose N is generated by {n1, . . . , nr},
and let N ′ ⊂ N be the submodule generated by {n1, . . . , nr−1}. We then
have an exact sequence

0→ N ′ → N → N/N ′ → 0.

By induction, TorR1 (N ′,M) = TorR1 (N/N ′,M) = 0, and so from the long
exact sequence associated to TorR• ( ,M), we see that TorR1 (N,M) = 0.

(5)⇒ (6): Easy. Use the long exact sequence for Tor.
(6)⇒ (1): Suppose ϕ : N → P is an injection, and x =

∑t
i=1 ni ⊗ mi ∈

ker(ϕ⊗ 1), where

ϕ⊗ 1 : N ⊗M → P ⊗M.

Then, by replacing N by the submodule generated by the ni and P by the
submodule generated by the images ϕ(ni), we are back in the situation of
(6), which tells us that x = 0.

�

flat-pid-iff-torsion-free Corollary 3.2.2. Any flat R-module is torsion free. If R is a principal ring,
then an R-module is flat if and only if it is torsion free.

Proof. Follows immediately from characterization (4) above. �

flat-end-exact-sequence Corollary 3.2.3. For any R-module N , and any short exact sequence

0→ F ′ → F → F ′′ → 0,

with F ′′ flat, the sequence

0→ N ⊗R F ′ → N ⊗R F → N ⊗R F ′′ → 0

is also exact.

Proof. Follows from the long exact sequence for TorR• (N, ), along with the
fact that TorR1 (N,F ′′) = 0, which follows from flatness of F ′′. �

flat-short-exct-seq Corollary 3.2.4. Suppose we have a short exact sequence of R-modules:

0→ F ′ → F → F ′ → 0.

Suppose F ′′ is flat. Then F ′ is flat if and only if F is flat.
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Proof. That F ′′ is flat tells us that TorRn (F ′′, N) vanishes in all positive de-
grees and for all R-modules N . Hence, we find from the long exact sequence of
TorRn ( , N) associated to the long exact sequence above that

TorRn (F ′, N) ∼= TorRn (F,N),

for all R-modules N and for all n ≥ 1. Now the statement follows from characteri-
zation (2) in the Theorem above. �

3. Equational Criterion for Flatness

flat-equation-kernel-tensor Lemma 3.3.1. Let M and N be R-modules, and suppose that {ni : i ∈ I} is a
collection of generators for N . Then, an element x ∈ N ⊗RM , written as a finite
sum

∑
i∈I ni⊗mi is 0 if and only if there exist elements m′j ∈M and aij ∈ R such

that ∑
j

aijm
′
j = mi, for all i;

∑
i

aijni = 0, for all j.

Proof. If such elements exist, then we have

∑
i∈I

ni ⊗

∑
j

aijm
′
j

 =
∑
j

(∑
i

aijni

)
⊗m′j

=
∑
j

0×m′j = 0.

Let G be a free module on the set I, and let F → G → N → 0, be a presentation
induced by the natural surjection G → N → 0, that sends a basis element gi ∈ G
to ni ∈ N . This induces a short exact sequence

F ⊗M → G⊗M → N ⊗M → 0.

Then we see that the element
∑
i gi ⊗mi maps to 0 in N ⊗M , and hence is in the

image of the map F ⊗M → G⊗M . So we can find yj ∈ im(F → G) and m′j ∈M
such that ∑

i

gi ⊗mi =
∑
j

yj ⊗m′j .

Let aij ∈ R be such that yj =
∑
i aijgi, for all j. Then we have∑

i

gi ⊗ (mi −
∑
j

aijm
′
j) = 0.

Since G⊗M is isomorphic to a direct sum of copies of M , this identity implies that
mi =

∑
j aijm

′
j , for each i. Moreover, we find that

∑
i aijni = 0, since yi is in the

image of F , which is also the kernel of the surjection G→ N . �

flat-equational-criterion Theorem 3.3.2 (Equational Criterion). The following are equivalent for an R-
module M :

(1) M is flat.
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(2) For every relation 0 =
∑
i nimi, with mi ∈ M and ni ∈ R, there exist

elements m′j ∈M and aij ∈ R such that∑
j

aijm
′
j = mi, for all i;

∑
i

aijni = 0, for all j.

(3) For every map β : F → M with F a free module of finite rank, and
for every finitely generated submodule K of kerβ, there is a commutative
diagram

F
γ

> G

F

wwwwwwwwww
β

> M
∨

with G free and with K ⊂ ker γ.

Proof. (1)⇔ (2): We observe simply that both (1) and (2) are equiva-
lent to the statement that for every ideal I ⊂ R, the map I⊗RM →M is
injective. The equivalence of this statement with (1) we showed in (3.2.1).
For its equivalence with (2), note that the map I ⊗RM →M is injective
if and only if the following condition holds: A relation

∑
i ni ⊗ mi = 0

holds in I⊗RM if and only if the relation
∑
i nimi = 0 holds in M . Now,

the equivalence we need follows from the Lemma above.
(2)⇒ (3): Let {gi : 1 ≤ i ≤ r} be a basis for F . Suppose K is generated by
{fk : 1 ≤ k ≤ s}. Let ni ∈ R be such that f1 =

∑
i nigi. Then, we find

that
0 = β(a1) =

∑
i

nimi,

where mi = β(gi). Let aij ∈ R and m′j ∈ M be the elements associated
to this relation as in (2). Let G1 be the free module on the elements m′j
with its natural map into M , and let γ1 : F → G1 be the map given by
the matrix (aij). Then, we find that

γ1(f1) =
∑
i,j

(aijni)m′j = 0.

Now we repeat this using the image ofK inG1, which is now generated
by one fewer element, to define a map γ2 : F → G2, which has both f1
and f2 in its kernel. Rinse and repeat. After each step, the number of
generators that are non-zero strictly decreases, and so eventually all the
generators of K will be in the kernel of γ = γs.

(3)⇒ (2): Let F be the free module on the set {mi} and let β : F → M
be the natural map. Then, the relation

∑
i nimi = 0 gives an element

f ∈ kerβ. The rest is just the argument in the first part of the proof of
the last implication, only threaded backwards.

�
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Remark 3.3.3. What the equational criterion says is this: suppose we have
a solution set to a finite bunch of linear equations in a flat module M . Then we
can find elements m′1, . . . ,m

′
k ∈ M such that these solutions lie in the submodule

generated by the m′i, and such that the coefficients of the m′i in the linear expansion
of the solutions can themselves be chosen to be solutions of the same linear equations
in R.

flat-finpres-iff-projective Corollary 3.3.4. A finitely presented R-module M is flat if and only if it is
projective.

Proof. First assume that M is flat. Let F ′ → F
β−→ M → 0 be a finite free

presentation of M . This implies that kerβ is finitely generated, and so by part
(3) of the Theorem we can find a free module G and a map γ : F → G such that
kerβ ⊂ ker γ, and such that the following diagram commutes:

F
γ

> G

M

<

β

>

Since β is surjective, it follows that the map G → M is also surjective. Moreover,
im γ maps isomorphically onto M , and so the surjection G → M in fact has a
splitting, which makes M a direct summand of the free module G, and hence a
projective R-module.

The other implication actually holds without any assumptions on M . See
(3.1.5). �

flat-local-fingen-basis Corollary 3.3.5. Let (R,m) be a local ring, and let M be a flat R-module. If
x1, . . . , xn ⊂M are such that their images in M/mM are linearly independent over
R/m, then the xi are linearly independent over R.

Proof. We’ll do this by induction on n. If n = 1, then we have to show that
ann(x1) = 0. But observe that if ax1 = 0, for some a ∈ R, then we can find bj ∈ R
and m′j ∈ M such that x1 =

∑
j bjm

′
j and abj = 0, for all j. By assumption

x1 /∈ mM , and so there exists at least one j such that bj /∈ m is a unit, which
implies that a = 0.

Now, suppose n > 1, and suppose we have a relation
∑
i aixi = 0. In this case,

we can find m′j ∈M and bij ∈ R such that xi =
∑
j bijm

′
j , for all i, and such that∑

i aibij = 0, for all j. Again, since xn /∈ mM , there is at least one j such that
bnj /∈ m is a unit. This implies that an is a linear combination of a1, . . . , an−1. So
suppose an =

∑
i≤n−1 ciai; then we have

0 =
∑
i≤n−1

aixi +
∑
i≤n−1

ciaixn

=
∑
i≤n−1

ai(xi + cixn).

But now, the images of x1 + c1xn, . . . , xn−1 + cn−1xn are linearly independent in
M/mM , and so, by induction, this implies that ai = 0, for all i ≤ n−1, which then
implies also that an = 0, by our proof of the base case. �
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flat-finpres-kernel-fingen Lemma 3.3.6. Suppose M is a finitely presented R-module, and let ϕ : N →M
be a surjection with N finitely generated. Then kerϕ is also finitely generated.

Proof. Let F → G → M → 0 be a free presentation of M by free modules
of finite rank. Then, K = ker(G → M) is finitely generated, and we have the
following picture:

0 > K > G > M > 0

0 > kerϕ
∨

.................
> N
∨

................. ϕ
> M

wwwwwwwwww
> 0

The dotted map in the middle is the lifting to G obtained via its projectivity, and
the dotted map at the left is obtained via the universal property of kernels. Now,
by the Snake Lemma we see that

coker(K → kerϕ) ∼=∼= coker(G→ N)

is finitely generated. Since the image of K in kerϕ is also finitely generated, we see
that kerϕ must also be finitely generated. �

flat-local-ring-free Proposition 3.3.7. Let (R,m) be a local ring, and let M be a finitely generated
R-module. Then the following are equivalent.

(1) M is flat.
(2) M is free.

If M is finitely presented, then these are equivalent to
(1) TorR1 (R/m,M) = 0.
(2) The map m⊗M →M is injective.

Proof. The first equivalence follows from (3.3.5), and from Nakayama’s Lemma.
The equivalence of the last two assertions is clear. We’ll be done if we show that
TorR1 (R/m,M) = 0, for a finitely presented R-module M , implies that M is free.
For this, choose any minimal set {x1, . . . , xn} of generators for M , and let F be the
free R-module on n generators. Then we have a short exact sequence

0→ kerβ → F
β−→M → 0,

where β is the map taking the generators of F to the xi. If we tensor this sequence
with R/m, and use the fact about the vanishing of TorR1 (R/m,M), we obtain an-
other short exact sequence

0→ kerβ ⊗R/m→ F/mF →M/mM → 0.

But observe now that the map on the right is an isomorphism. Hence kerβ⊗R/m =
0. But sinceM is finitely presented, kerβ is finitely generated, by the Lemma above,
and so, by Nakayama, kerβ = 0, showing that β was an isomorphism. �

flat-fingen-iff-locallyfree Corollary 3.3.8. Let M be a finitely generated R-module. Then the following
are equivalent:

(1) M is flat.
(2) MP is a free RP -module, for all primes P ⊂ R.
(3) Mm is a free Rm-module, for all maximal ideals m ⊂ R.

If, in addition, M is finitely presented, then these are also equivalent to:
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(1) TorR1 (R/P,M) = 0, for all primes P ⊂ R.
(2) TorR1 (R/m,M) = 0, for all maximal ideals m ⊂ R.

Proof. This follows from the previous Proposition, (3.1.9), and the fact that
Tor commutes with localizations. �

4. Local Criterion for Flatness

If we impose Noetherian conditions on our rings, we can obtain stronger results.
The next Theorem and its corollaries are very important for geometric applications.
We’ll present the Theorem in rather broad generality, but it is mostly used in its
incarnation as the local criterion for flatness, and the splicing criterion for flatness,
which are the corollaries immediately following it.

Before we state the Theorem, we set up some notation. Let R be a Noetherian
ring and let M be an R-module. For a given ideal I ⊂ R, we say that M is I-
adically ideal separated if, for every ideal a ⊂ R, the module a ⊗R M is separated
when equipped with the I-adic filtration. That is, if we have⋂

n∈N
In(a⊗RM) = 0,

for every ideal a ⊂ R.
Now, for every n ∈ N, we have a natural map

αn :
(
In/In+1

)
⊗AM → InM/In+1M,

induced by the inclusion map In/In+1 → A/In+1.
Putting all these maps together gives us a morphism of graded grI(A)-modules

α : grI(A)⊗AM → grI(M).

We’re now ready to state the Theorem.

flat-separated-filt-criterion Theorem 3.4.1. Let R be a Noetherian ring, I ⊂ R an ideal, and M an R-
module that is I-adically ideal separated. Then the following are equivalent:

(1) M is flat over R.
(2) TorR1 (N,M) = 0, for every R/I-module N .
(3) M/IM is flat over R/I, and TorR1 (R/I,M) = 0.
(4) M/IM is flat over R/I, and I ⊗RM →M is an injection.
(5) M/IM is flat over R/I, and αn is an isomorphism, for all n ≥ 0.
(6) M/IM is flat over R/I, and α is an isomorphism.
(7) M/InM is flat over R/In, for every n ≥ 1.

In fact the sequence of implications

(1)⇒ (2)⇔ (3)⇔ (4)⇒ (5)⇔ (6)⇒ (7)

holds without any assumptions on M .

Proof. So we begin with no assumptions on M .
(1)⇒ (2): Immediate.
(2)⇔ (3): For any monomorphism N ′ → N of R/I-modules, tensoring with
M over R gives us an exact sequence

TorR1 (N/N ′,M)→ N ′ ⊗RM → N ⊗RM.
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Now, since N ⊗RM ∼= N ⊗R/I (M/IM), we see that TorR1 (N/N ′,M) = 0
if and only if

N ′ ⊗R/I (M/IM)→ N ⊗R/I (M/IM)

is also an injection. So we see that if (2) holds, then (3) follows immedi-
ately. Conversely, suppose (3) holds, and let N be any R/I-module; then
we have an exact sequence

0→ K → F → N → 0,

where F is a free R/I-module. This gives us an exact sequence

TorR1 (F,M)→ TorR1 (N,M)→ K ⊗RM → F ⊗RM.

But the map on the right is an injection, since M/IM is flat over R/I;
therefore the map in the middle must be 0. Moreover, since tensor prod-
uct commutes with direct sums, we find that TorR1 (F,M) = 0, and so
TorR1 (N,M) = 0.

(3)⇔ (4): Trivial.
(4)⇒ (5): We’ll show something stronger. Using induction, we’ll show that
In ⊗R M = InM , for n ∈ N. For n = 1, this is our hypothesis in (4).
Suppose n ≥ 1; then we have an exact sequence

0→ In+1 → In → In/In+1 → 0

Since, (4) is equivalent to (2), we have TorR1 (In/In+1,M) = 0, and so the
sequence

0→ In+1 ⊗RM → In ⊗RM →
(
In/In+1

)
⊗RM → 0

is exact. Therefore, we see that

In+1 ⊗RM → In ⊗RM = InM

is an injection, where the equality holds by the induction hypothesis. This
implies that In+1 ⊗RM = In+1M . Moreover, we also have(
In/In+1

)
⊗RM ∼= (In ⊗RM) /

(
In+1 ⊗RM

)
= InM/In+1M,

which is what we wanted.
(5)⇔ (6): This is trivial.
(5)⇒ (7): For n ≥ 0, set Rn = R/In+1 and Mn = M/In+1M . We will show

two things:
(1) TorRn

1 (Rn/IRn,Mn) = 0.
(2) Mn/IMn is flat over Rn/IRn.

Given these two facts, we find, using (2) ⇔ (3), that TorRn
1 (N,Mn) = 0,

for all Rn/IRn-modules N . Now, if P is any Rn-module, then IP is an
Rn−1-module, and we have a short exact sequence

0→ IP → P → P/IP → 0.

Since P/IP is an Rn/IRn-module, TorRn
1 (P/IP,Mn) = 0. So to show

that TorRn
1 (P,M) = 0, it suffices to show TorRn

1 (IP,M) = 0. This we
can do by an inductive argument, where we assume that for any k < n,
and any Rk-module N , we have TorRn

1 (N,M) = 0. The base step follows
from the fact that Rn/IRn ∼= R/I, and so, for any R0-module N , we have
TorRn

1 (N,M) = 0.
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So it now remains to prove assertions (1) and (2). Assertion (2) is
immediate, since Mn/IMn

∼= M/IM and Rn/IRn ∼= R/I. We only have
to prove assertion (1). First observe that assertion (1) is equivalent to
showing that the map

σn : IRn ⊗Rn Mn →Mn

is a monomorphism, for all n ∈ N. For this, we use induction on n. When
n = 0, this is part of our hypothesis; so suppose n ≥ 1. Consider the
following short exact sequence:

0→ In/In+1 → I/In+1 → I/In → 0.

Tensor this with M to obtain the following diagram with exact rows:(
In/In+1

)
⊗RM >

(
I/In+1

)
⊗RM > (I/In)⊗RM > 0

0 > InM/In+1M

αn

∨
> Mn

σn

∨
> Mn−1

σn−1

∨
> 0

By hypothesis, αn is an isomorphism. Observe, moreover that, for all
n ≥ 0, we have (

I/In+1
)
⊗RM ∼= IRn ⊗Rn Mn.

Therefore, by induction, σn−1 is a monomorphism. Now, it’s a simple
application of the Snake Lemma to see that the map in the middle is also
a monomorphism.

Now, assume that M is I-adically ideal separated.
(7)⇒ (1): We will show that, for every ideal a ⊂ R, the map

ϕ : a⊗RM →M

is an injection. We will do this by showing that

kerϕ ⊂ In(a⊗RM),

for all n ∈ N. Once we’ve shown this, the hypothesis on M will tell us
that kerϕ = 0, which is what we wanted to show.

Now, it suffices to show that, for all n, kerϕ ⊂ imβn, where

βn : Ina⊗RM → a⊗RM,

By Artin-Rees (2.2.7), this is equivalent to showing that, for all n ∈ N,
kerϕ ⊂ im γn, where

γn : (a ∩ In)⊗RM → a⊗RM,

But we have an exact sequence:

(a ∩ In)⊗RM
γn−→ a⊗RM

δn−→ (a/(a ∩ In))⊗RM → 0.

So it suffices to show that kerϕ ⊂ ker δn, for all n ∈ N. Now, observe that
since M/InM is flat over R/In, the map

ηn : (a/(a ∩ In))⊗RM
∼=−→ ((a + In)/In)⊗R/In (M/InM)→M/InM
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is injective. Consider the following diagram:

a⊗RM
δn
> (a/(a ∩ In))⊗RM

M

ϕ

∨ πn
> M/InM

ηn

∨

From this diagram, we find that

kerϕ ⊂ ker(ηn ◦ δn) = ker δn,

since ηn is injective. This finishes our proof.
�

flat-local-criterion Corollary 3.4.2 (Local Criterion). Suppose f : (R,m) → (S, n) is a local
homomorphism of Noetherian local rings. Then, a finitely generated S-module M
is flat over R if and only if TorR1 (R/m,M) = 0.

Proof. We will show thatM is m-adically ideal separated, and that characteri-
zation (3) above holds forM . The latter assertion is easy to show: M/mM is always
flat over R/m, for any R-module M , since R/m is a field, and TorR1 (R/m,M) = 0,
by hypothesis. So it suffices to prove the first assertion; for this, we observe that,
for any ideal a ⊂ R, we have⋂

n∈N
mn (a⊗RM) ⊂

⋂
n∈N

nn (a⊗RM) ,

and the latter intersection is 0, by Krull’s Intersection theorem (2.2.9). �

flat-infinitesimal-criterion Corollary 3.4.3 (Infinitesimal Criterion). Let f : (R,m) → (S, n) be a lo-
cal homomorphism of local Noetherian rings, and let M be a finitely generated
S-module. Then M is flat over R if and only if M/mnM is flat over R/mn, for all
n ∈ N.

Proof. As in the Corollary above, M is m-adically ideal separated. Moreover,
it satisfies characterization (7) of the Theorem. Hence our result. �

See also (10.2.5) for another useful characterization of flatness.

5. The Graded Case

We will not give full proofs, since they are very similar to the ones in the
ungraded case. In fact we could have assumed that everything was graded to start
off, since, after all, ungraded rings are just trivially graded rings, but this adds a
layer of unnecessary complexity; so we’ll be presenting the graded case separately
here, all in one place.

flat-graded-criterion Theorem 3.5.1 (The Graded Case). Let R be a graded ring and let M be a
graded R-module. Then the following are equivalent:

(1) M is flat.
(2) TorR1 (N,M) = 0, for every graded R-module N .
(3) TorR1 (R/I,M) = 0, for every homogeneous ideal I ⊂ R.
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(4) For every homogeneous ideal I ⊂M , the map I⊗M →M is a monomor-
phism.

(5) Given any relation
∑
i nimi = 0 ∈ M , with ni ∈ R and mi ∈ M homo-

geneous, we can find homogeneous elements aij ∈ R and m′j ∈ M such
that ∑

j

aijm
′
j = mi, for all i;

∑
i

aijni = 0, for all j.

(6) For every morphism β : F → M of graded modules, with F graded free,
and every graded, finitely generated submodule K ⊂ kerβ, there is a graded
free module G and a morphism γ : F → G of graded R-modules such that
the following diagram commutes

F
γ

> G

M

<

β

>

and such that K ⊂ kerβ.

Proof. Most of this follows precisely how it did in (3.2.1) and (3.3.2). The only
thing we will prove is (6)⇒ (1). For this, we’ll prove that the equational criterion
as expressed in (3) of (3.3.2) holds for M . So suppose F is a free R-module of finite
rank and let β : F → M be a map of R-modules. Suppose g1, . . . , gr is a basis
for F and let mi = β(gi) ∈ M . Suppose mi =

∑
jmij , where the mij ∈ M are

homogeneous, and let F ′ be the graded free module with generators gij satisfying
deg gij = degmij . Then, if β′ : F ′ →M is the morphism of graded modules taking
gij to mij , we have a map α : F → F ′ taking gi to

∑
j gij such that β = β′ ◦α. It is

clear that α is an injection. Now, given a finitely generated submodule K ⊂ kerβ,
we get a finitely generated submodule α(K) ⊂ kerβ′, and a graded free module G
with a map γ′ : F ′ → G such that α(K) ⊂ ker γ′ such that a diagram such as in
(6) commutes. Now, take γ = γ′ ◦ α to finish the proof. �

We will not provide proofs of the next couple of results. The proofs are the
same as in the ungraded case, but with Nakayama’s Lemma replaced by its graded
version (1.2.7), and of course, using the Theorem above instead.

flat-star-local-fingen-basis Corollary 3.5.2. Let (R,m) be a ∗local ring, and let M be a graded R-module.
If x1, . . . , xn ∈M are homogeneous elements such that their images in M/mM are
linearly independent over R/m, then the xi are linearly independent over R.

Proof. �

flat-star-local-ring-free Proposition 3.5.3. Let (R,m) be a ∗local ring, and let M be a finitely gener-
ated graded R-module. Then the following are equivalent.

(1) M is flat.
(2) M is free.

If M is finitely presented, then these are equivalent to
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(1) TorR1 (R/m,M) = 0.
(2) The map m⊗M →M is injective.

Using the Theorem, we can also present the graded counterpart for (3.4.1).

flat-graded-separated-filt-criterion Theorem 3.5.4. Let R be a Noetherian graded ring, I ⊂ R any ideal, and M
a graded R-module. Suppose the following conditions hold:

(1) For every homogeneous ideal J ⊂ R, J ⊗RM is I-adically separated.
(2) TorR1 (R/I,M) = 0.
(3) M/I is a flat R/I-module.

Then M is flat over R.

Proof. We basically need to prove the graded version of the implication (7)⇒
(1) in (3.4.1). This we do using the same proof; in this case, since we only need to
prove that J ⊗RM →M is a monomorphism for homogenous ideals J ⊂ R (3.5.1),
our assumption (1) is enough for the proof to go through. �

Using this, we can present a local criterion of flatness for ∗local rings. But first
we need a lemma.

flat-star-local-faithfully-flat Lemma 3.5.5. Let (R,m) be a Noetherian ∗local ring. Then, for any finitely
generated graded R-module M , Mm = 0 if and only if M = 0.

Proof. One direction is trivial; so assume that Mm = 0. Then it follows that
AssRm Mm = ∅. But we have

AssRm Mm = {Pm : P ⊂ m , P ∈ AssRM}.

Moreover, sinceM is graded, we find from (1.4.2) that all the associated primes ofM
are homogeneous and are therefore contained in m. This means that AssRM = ∅,
and so M = 0. �

flat-star-local-criterion Corollary 3.5.6. Let f : (R,m) → (S, n) be a homomorphism between Noe-
therian ∗local rings, and let M be a finitely generated graded S-module. Then the
following are equivalent:

(1) M is flat over R.
(2) TorR1 (R/m,M) = 0.
(3) m⊗RM →M is a monomorphism.
(4) Mn is flat over Rm.
(5) TorRm

1 (Rm/mm,Mn) = 0.
(6) mm ⊗Rm Mn →Mn is a monomorphism.

Proof. Observe that, since f is a homomorphism of graded rings, f(m) ⊂ n.
Using this, and the graded version of Krull’s Intersection theorem (2.2.9), it’s easy
to show that M satisfies condition (1) in the Theorem above with respect to m.
Condition (3) of the Theorem is trivially satisfied, since every graded R/m-module
is free, by (1.2.5). So M is flat over R if and only if TorR1 (R/m,M) = 0. This gives
us (1)⇔ (2)⇔ (3).

(3) ⇔ (4) ⇔ (5) follows from the Local Criterion for flatness (3.4.2). It’s easy
to see that (1) ⇒ (4); so we’ll be done if we show (5) ⇒ (3). Let K be the kernel
of the map in (3); then (5) says that Kn = 0. Hence, by the lemma above, K = 0,
and our proof is done. �
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6. Faithfully Flat Modules

flat-defn:faithfully-flat Definition 3.6.1. A flat R-module M is said to be faithfully flat if a chain
complex C• of R-modules is exact if and only if the complex C• ⊗RM is exact.

flat-faithfully-flat-base-change Proposition 3.6.2. Let S be an R-algebra, let M be a faithfully flat R-module,
and let N be a faithfully flat S-module. Then M ⊗R N is also a faithfully flat S-
module.

Proof. Let C• be a chain complex of S-modules such that C• ⊗S (N ⊗RM)
is exact. Then, since M is faithfully flat over R, we see that C•⊗S N is exact, and
since N is faithfully flat over S, we conclude that C• is exact. �

flat-faithfully-flat-loc-quotients Corollary 3.6.3. Let M be a faithfully flat R-module.
(1) For every ideal I ⊂ R, M/IM is a faithfully flat R/I-module.
(2) For every multiplicative set S ⊂ R, S−1M is a faithfully flat S−1R-

module.

Proof. Both follow from the Proposition and the fact that a ring is faithfully
flat over itself. �

flat-faithfully-flat-equiv-cond Theorem 3.6.4. The following conditions are equivalent for a flat R-module
M :

(1) M is faithfully flat.
(2) Mp is a faithfully flat Rp-module, for all primes p ⊂ R.
(3) For every prime ideal p ⊂ R, k(p)⊗RM 6= 0.
(4) For every maximal ideal m ⊂ R, M/mM 6= 0.
(5) For every proper ideal I ⊂ R, M/IM 6= 0.
(6) For any non-zero R-module N , M ⊗R N 6= 0.

Moreover, if M is a faithfully flat R-module, then SuppM = SpecR.

Proof. (1)⇒ (2): Follows from (2) of the Corollary above.
(2)⇒ (3): Suppose k(p)⊗RM = 0; then we have

k(p)⊗Rp Mp = 0.

But then we have ppMp = Mp, which means that pp = Rp (use the complex
0→ p→ R), which is absurd.

(3)⇒ (4) is trivial.
(4)⇒ (5): There is some maximal ideal m ⊂ R with I ⊂ m, and since M/mM

is a quotient of M/IM , the result follows.
(5) ⇒ (6): Pick 0 6= a ∈ N ; then Ra ∼= R/I, where I = ann(M), and so

M ⊗R Ra 6= 0. But M is flat, and so M ⊗R Ra injects into M ⊗R N , thus showing
that M ⊗R N 6= 0.

(6)⇒ (1): Observe that H•(C) = 0 if and only if H•(C)⊗RM = 0. By (3.1.2),
this will do.

As for the final statement, it’s clear from characterization (2), that, whenever
M is faithfully flat, we have SuppM = SpecR, since faithfully flat modules are in
particular non-zero. �

flat-local-ring-faithfully-flat Corollary 3.6.5. Let (R,m) be a local ring, and let M be a finitely generated
R-module. Then the following are equivalent:

(1) M is free.
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(2) M is flat.
(3) M is faithfully flat.

Proof. (1) ⇔ (2) was shown in (3.3.7), and (3) ⇒ (2) follows by definition.
Moreover, it’s clear that every free module is faithfully flat, which gives us (1) ⇒
(3). �

flat-faithfully-flat-spec-surjective Lemma 3.6.6. Let f : R → S be a map of rings, and let M be an S-module,
which is faithfully flat over R. Then the natural contraction map f∗ : SpecS →
SpecR is surjective.

Proof. We need to show that, for every prime p ⊂ R, the ring k(p)⊗R S 6= 0.
But observe that we have

0 6= k(p)⊗RM = (k(p)⊗R S)⊗S M.

�

flat-defn-going-down Definition 3.6.7. We say that a map of rings f : R → S has the going down
property when the following condition holds:

Given primes q ⊂ S and p ⊂ R such that qc = p, and another prime p∗  p,
there is a prime q∗ ⊂ q such that (q∗)c = p∗. In other words, the map SpecSq →
SpecRp is surjective.

flat-faithfully-flat-going-down Proposition 3.6.8 (Going Down for Flat Extensions). Let f : R → S be a
map of rings, and suppose there exists a finitely generated S-module M , which is
flat over R. Then f has the going down property.

Proof. Suppose we have primes q ⊂ S and p ⊂ R such that f∗(q) = p. We
have to show that the induced contraction map SpecSq → SpecRp is surjective. By
the Lemma above, it’s enough to show that Mq is a faithfully flat Rp-module. Now,
Mq is flat over Rp by (3.1.10). By (3.6.5), this implies that it is in fact faithfully
flat over Rp, thus finishing our proof. �

flat-faithfully-flat-algebras Proposition 3.6.9. Let S be a flat R-algebra. Then the following are equiva-
lent:

(1) S is faithfully flat over R.
(2) For every maximal ideal m ⊂ R, mS 6= S.
(3) For every non-zero R-module M , M ⊗R S 6= 0.
(4) For every R-module M , the map M > M ⊗R S taking m to m ⊗ 1 is

injective.
(5) For every ideal I ⊂ R, we have IS ∩R = I.
(6) The induced map SpecS → SpecR is surjective.

Proof. The equivalence of (1), (2) and (3) was part of (3.6.4). It’s clear that
(4) ⇒ (3), and (5) ⇒ (6) ⇒ (2). We will show (3) ⇒ (4) and (4) ⇒ (5) to finish
the proof. For (3) ⇒ (4), observe that, for 0 6= m ∈ M , we can identify S(m ⊗ 1)
with (Rm)⊗R S using the following commutative diagram:

0 > Rm > M

0 > Rm⊗R S
∨

> M ⊗R S
∨
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But (Rm)⊗R S 6= 0 by (3), and so m⊗ 1 6= 0.
For (4)⇒ (5), take M = R/I, and note that we have an injection R/I → S/IS,

which implies that I ⊃ IS ∩R. The other inclusion holds trivially. �

Remark 3.6.10. In the language of schemes, one can rephrase this as saying:
faithfully flat morphisms are the same as flat, surjective morphisms.

Here’s a nice Corollary.

flat-faithfully-flat-integral-extn Corollary 3.6.11. Suppose R ⊂ S is a tower of domains, and suppose K(R) =
K(S). Then S is faithfully flat over R if and only if S = R.

Proof. One direction is trivial. For the other, suppose S is faithfully flat over
R, and suppose a = x

y ∈ S, where x, y ∈ R. Let I = (y) ⊂ R, and observe that
x ∈ IS. But IS ∩R = I, and so x ∈ I, showing that y divides x, and so a ∈ R. �

Remark 3.6.12. Geometrically, this result is saying that a surjective, flat,
birational morphism between two integral schemes is in fact an isomorphism.





CHAPTER 4

Integrality: the Cohen-Seidenberg Theorems

chap:iear
1. The Cayley-Hamilton Theorem

iear-cayley-hamilton Theorem 4.1.1 (Cayley-Hamilton). Let I ⊂ R be an ideal, and let M be an R-
module generated by n elements over R. If φ ∈ EndR(M) is such that φ(M) ⊂ IM ,
then there are aj ∈ Ij, for 0 ≤ j < n such that

φn + an−1φ
n−1 + . . .+ a1φ+ a01M = 0 ∈ EndR(M).

Equivalently, there is a monic polynomial p(t) ∈ R[t] of degree n such that p(φ) = 0.

Proof. We regard M as an R[t]-module, with t acting as φ. Let {m1, . . . ,mn}
be a generating set for M over R. Then, we can find a matrix A = (aij) ∈Mn(R)
such that

φ(mi) =
∑
j

aijmj .

Letting m be the column vector with entries mi, we now get the equation

(t1M −A)m = 0.

Multiplying on the left by the matrix of minors of tI −A, we get(
det(t1M −A)

)
Im = 0

This implies that det(tI−A)mi = 0, for all i, and so we see that det(tI−A) =
0 ∈ EndR(M). This gives us the result. �

Here’s a clever, but immediate corollary that will be useful in the future.

iear-selfsurj-isomorphism Corollary 4.1.2. (1) Let ϕ : M →M be a surjective endomorphism of
a finitely generated R-module M . Then ϕ is in fact an isomorphism.

(2) Let F be a free R-module of rank n. Then, any generating set for F
consisting of exactly n elements is a basis.

Proof. (1) Treat M as an R[t]-module by setting tm = ϕ(m), for all
m ∈M , and let I = (t). Then, since ϕ is surjective, we find that IM = M .
So now, by the Theorem, 1M satisfies some polynomial identity over R[t]
of the form

1M + an−11M + . . .+ a01M = 0,

where ai ∈ (ti), for all i. This tells us that we can find a polynomial
p(t) ∈ R[t] such that 1M = ϕp(ϕ), which shows that ϕ is invertible.

(2) Let s1, . . . , sn ∈ F be generators of F over R. Define a map ψ : F → F
that maps a basis of F to the si. This is surjective by hypothesis, and
hence is an isomorphism by part (1). So s1, . . . , sn do indeed form a basis
for F .

�

55
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iear-monic-free Corollary 4.1.3. Let J ⊂ R[t] be an ideal, and let S = R/J .
(1) S is finitely generated over R by d elements if and only if J contains a

monic polynomial of degree d. In fact, if J contains a monic polynomial
of degree d, then S is generated by the images of tr, for 0 ≤ r < d.

(2) S is free of rank d over R if and only if J is generated by a monic poly-
nomial of degree d. In fact, if J is generated by a monic polynomial of
degree d, then the images of 1, t, . . . , td−1 in S form a basis over R.

Proof. (1) If J contains a monic polynomial p(t) = td + q(t), with
deg q < d, then the image of tr in S, for r ≥ n, can be expressed as
a linear combination of the images of 1, t, . . . , td−1. Conversely, if S is
finitely generated by d elements, then, by the Cayley-Hamilton theorem,
applied in the case where φ is multiplication by t, there is a monic poly-
nomial p(x) ∈ R[x] of degree d such that p(t) acts as 0 on S: this is
equivalent to saying that p(t) ∈ J .

(2) First suppose J = (p(t)) is generated by a monic polynomial p(t) of degree
d, and let β be the image of t in S. We want to show that 1, β, . . . , βd−1

form a basis for S. So suppose
∑d−1
i=1 aiβ

i is a relation over R; this implies
that q(t) =

∑d−1
i=1 ait

i ∈ J . But deg q < deg p, which, since J is generated
by p(t), and p(t) is monic, implies that q = 0.

Conversely, suppose S is a free R-module of rank d; then by part (1)
there is a monic polynomial p(t) ∈ J of degree d, and S is generated over R
by 1, β, . . . , βd−1. By part (2) of (4.1.2), this means that {1, β, . . . , βd−1}
is in fact a basis for S over R. Now, let f ∈ J be any element, and let q
be such that deg q < deg p and f ≡ q (mod p(t)). Then q ∈ J will give a
relation between βi, for 0 ≤ i < d in S, which shows that q = 0, and so
f ∈ (p(t)).

�

2. Integrality

Definition 4.2.1. Let R ⊂ S be a tower of rings. Then, an element s ∈ S is
integral over R, if there is a monic polynomial p(t) ∈ R[t] such that p(s) = 0.

S is integral over R if every element of S is integral over R.

iear-equiv-integral Proposition 4.2.2. Let R ⊂ S be a tower of rings, and let s ∈ S. Then the
following statements are equivalent:

(1) s is integral over R.
(2) R[s] is a finitely generated R-module.
(3) R[s] is contained in a subring T ⊂ S with T a finitely generated R-module.
(4) There is a faithful R[s]-module M that’s finitely generated as an R-module.

Proof. (1) ⇒ (2): There is a monic polynomial p(t) ∈ R[t] of degree r such
that p(s) = 0. Now the result follows from part (1) of (4.1.3).

(2)⇒ (3): Take T = R[s].
(3)⇒ (4): Take M = T .
(4) ⇒ (1): Note that sM ⊂ M . Now apply Cayley-Hamilton to see that s

satisfies a monic polynomial over R. We need faithfulness, because we want the
map R[s]→ EndR(M) to be injective. �

This has a number of corollaries.
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iear-fingen-integral-finite Corollary 4.2.3. Let R,S be as above, and let s1, . . . , sn ∈ S be integral
elements over R. Then R[s1, . . . , sn] is a finitely generated R-module.

Proof. Follows by induction on n, using (2) of the Proposition. �

iear-integral-elts-subalgebra Corollary 4.2.4. Let R,S be as in the Proposition. Then the set of R-integral
elements in S is a subalgebra of S. In particular, if S is generated as an R-algebra
by R-integral elements, then S is integral over R.

Proof. Let s1, s2 ∈ S be integral elements over R. Consider R[s1, s2] ⊂ S:
this is a finitely generated R-module by the last Corollary. Moreover, it contains
R[s1s2], R[r1s1 + r2s2], for any ri ∈ R. So, by part (3) of the Proposition, we see
that both s1s2 and r1s1 + r2s2 are integral over R. This proves the first statement.
The second follows immediately. �

Remark 4.2.5. Corollary (4.2.3) shows that any finitely generated R-algebra
that’s also integral over R is a finitely generated R-module.

iear-integral-transitivity Corollary 4.2.6. Let R ⊂ S ⊂ T be a tower of rings, with S integral over R
and T integral over S. Then T is integral over S.

Proof. Let t ∈ T satisfy a monic equation

tn + sn−1t
n−1 + . . .+ s0 = 0,

over S. Then R[s0, . . . , sn−1, t] = T ′ is integral over S′ = R[s0, . . . , sn−1], and is
thus a finitely generated S′-module. But S′ is a finitely generated R-module. Hence
R[t] is contained in T ′, which is a subring of T that’s a finitely generated R-module.
So, we see by the Proposition that t is integral over T . �

iear-loc-normality Proposition 4.2.7. Let R ⊂ S be a tower of rings with S integral over R. Let
I ⊂ S be an ideal, and let J = I ∩R. Let U ⊂ R be a multiplicative set.

(1) S/I is integral over R/J .
(2) U−1S is integral over U−1R.

Proof. Both statements are easy. For the second, note that if s/u ∈ U−1S,
and s satisfies the monic equation

sn + an−1s
n−1 + . . .+ a0 = 0

over R, then s/u satisfies the monic equation

(s/u)n + (an−1/u)(s/u)n−1 + . . .+ a0/u
n = 0

over U−1R. �

3. Integral Closure and Normality

3.1. Reduced Rings.

Definition 4.3.1. We will say that a ring R is of dimension 0 if every maximal
ideal of R is also minimal.

Reduced rings of dimension 0 are easy to describe.

iear-reduced-local-dim-zero Lemma 4.3.2. The only reduced local rings of dimension 0 are fields.
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Proof. Clearly, every field is a reduced local ring of dimension 0. So suppose
R is a local ring of dimension 0 with maximal ideal m. Observe that m is also
minimal, and hence NilR = m. So, if R is reduced, then m = 0, and so R is a
field. �

iear-reduced-dim-zero Proposition 4.3.3. Every reduced ring of dimension 0 is a product of fields.

Proof. Follows from the lemma above, and the fact that any artinian ring is
isomorphic to a direct product of its localizations. �

We now give a characterization of reduced rings.

iear-reducedness-criterion Proposition 4.3.4. A Noetherian ring R is reduced iff it satisfies the following
conditions:

R0: The localization of R at every height 0 prime is a field
S1: All the associated primes of R are minimal.

Proof. First suppose that R is reduced. Then, so is every localization of
R. In particular, every localization of R at a minimal prime is a reduced local
ring of dimension 0. So, by Lemma (4.3.2), we see that R satisfies condition R0.
Moreover, since NilR = 0, we see that 0 is an intersection of minimal primes.
Hence, by primary decomposition, all the associated primes of R are minimal.

Conversely, suppose R satisfies condition R0. Then, NilRP = 0, for every
minimal prime P ⊂ R. If R also satisfies S1, then the associated primes are all
minimal, and so (NilR)P = NilRP = 0, for all primes P ∈ AssR. So NilR = 0,
and R is reduced. �

iear-loc-of-tqr-reduced Proposition 4.3.5. If R is reduced, and P ∈ SpecR, then

K(RP ) ∼= K(R)P

Recall that K(R) is the total quotient ring of R.

Proof. If R is reduced, then all its associated primes are minimal, by Proposi-
tion (4.3.4). Since all the primes in K(R) are the primes contained in the associated
primes of R, we see that all the primes in K(R) are minimal. Thus, K(R) is a re-
duced ring of dimension 0, and so, by Proposition (4.3.3), it is a product of fields.
To be more specific, it’s isomorphic to

∏
Q∈AssRK(R)Q. Now, observe that since

RQ is a field, and K(R)Q is a localization of RQ, K(R)Q ∼= RQ. Moreover, if
Q * P , for some prime P ⊂ R, then (RQ)P = 0. We can see this by observing
that, since QQ = 0,

(RQ)P ∼= (RQ/QQ)P ∼= (RP /QP )Q = 0.

The last inequality follows from the fact that Q * P , and so QP = RP .
So

K(R)P ∼=
∏

Q∈Ass R

Q⊂P

RQ ∼=
∏

Q∈AssRP

RQ.

Similarly, we have

K(RP ) ∼=
∏

Q∈AssRP

RQ ∼= K(R)P .

�

We found a good description of K(R) in the proof. Let’s record it here.
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iear-tqr-reduced-prodstruct Corollary 4.3.6. If R is a reduced ring, then

K(R) =
∏

htQ=0

(R/Q)Q

Proof. Just observe that RQ is a field, and hence QQ = 0. �

Now, we present a useful criterion for checking when an element of K(R) is
actually in R. Suppose R is reduced, and assume that we have x = a

u ∈ K(R), and
x /∈ R. Then, this means that a /∈ (u). In other words, a 6= 0 in the ring R/(u).
This means that there is a P ∈ AssR/(u), such that a 6= 0 in RP /(u)P ; which
means that the image of x in K(RP ) = K(R)P is not in RP . This gives us the
following proposition.

iear-elt-in-R-criterion Proposition 4.3.7. Suppose R is reduced. Then, an element x ∈ K(R) is in
R iff the image of x in K(R)P lies in RP for every prime P associated to a non
zero divisor of R.

Proof. Done above. �

3.2. Normality.

Definition 4.3.8. If R ⊂ S is a tower of rings, then the integral closure T ⊂ S
of R is the subalgebra of S that consists of the elements of S that are integral over
R.

If R = T , then R is integrally closed in S.

iear-integral-closure-int-closed Proposition 4.3.9. Let R,S, T be as in the definition above. Then T is inte-
grally closed in S.

Proof. Suppose s ∈ S is integral over T ; then by (4.2.6), it’s also integral over
R and is hence in T . �

iear-defn-normal Definition 4.3.10. A ring R is normal if it is reduced and is integrally closed
in its total quotient ring K(R).

The following Proposition gives us a ready bank of normal domains.

iear-ufd-normal Proposition 4.3.11. Every UFD is normal.

Proof. Let R be a UFD, and let r/s ∈ K(R) be integral over R satisfying a
monic equation

(r/s)n + an−1 (r/s)n−1 + . . .+ a0 = 0.

We can assume that r/s is reduced so that r and s are relatively prime. Now,
multiply the equation above by sn to get

rn + an−1sr
n−1 + . . .+ a0s

n = 0,

which implies that r ∈ (s), contradicting the fact that r and s are relatively prime.
�

iear-normality-loc-preserved Proposition 4.3.12. Let R,S, T be as in the definition above, and let U ⊂ R
be a multiplicative set. Then U−1T is the integral closure of U−1R in U−1T .
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Proof. We know by (4.2.7) that U−1T is integral over U−1R. Now, suppose
s/u ∈ U−1S is integral over U−1R. Then it satisfies a monic equation

sn + (an−1/un−1)sn−1 + . . .+ a0/u0 = 0

over U−1R.
Multiply this by (

∏
i ui)

n to see that (
∏
i ui)s is integral over R, and hence is

in T . �

iear-normal-loc-criterion Proposition 4.3.13. A reduced ring R is normal if and only if RP is normal
for every prime P ⊂ R.

Proof. Let S be the integral closure of R in K(R), and consider the inclusion
map R ↪→ S. R is normal if and only if this is an isomorphism. Observe that R is
reduced; we see by (4.3.5), that K(RP ) = K(R)P , and so SP is the integral closure
of RP in K(RP ) by (4.3.12). Hence, we see that R is normal if and only if R ↪→ S is
an isomorphism if and only if RP ↪→ SP is an isomorphism for every prime P ⊂ R
if and only if RP is normal for every prime P ⊂ R. �

More generally, given a tower of rings R ⊂ S, and an ideal I ⊂ R, we can
consider the set of all elements in S that are integral over I, in the sense that they
satisfy a monic equation with coefficients in I. We’ll call this the integral closure
of I in S.

iear-int-closure-ideal Proposition 4.3.14. Let R,S, I be as in the above paragraph. Then, the inte-
gral closure of I in S is the ideal rad(IS). In particular, it’s closed under addition
and multiplication.

Proof. Let s ∈ S be an element integral over I. Then, it satisfies an equation

sn + an−1s
n−1 + . . .+ a0 = 0,

with ai ∈ I. So we see that sn ∈ IS, and so s ∈ rad(IS).
Conversely, suppose s ∈ rad(IS). Then, sn =

∑r
i=1 aisi, for some ai ∈ I and

si ∈ S. In that case, snS′ ⊂ IS′, where S′ = R[s1, . . . , sr]. Since S′ is a finitely
generated R-module, we see by Cayley-Hamilton, that sn satisfies a monic equation
with coefficients in I, which of course implies that s also does. �

The next result is useful in number theory.

iear-minimal-polynomial-over-ring Corollary 4.3.15. Suppose R ⊂ S is an integral extension, with R,S domains
and R normal. Then, if x ∈ S is integral over an ideal I ⊂ R, its minimal
polynomial over K(R) has all its coefficients in rad(I).

Proof. Let x1, . . . , xn be the conjugates of x in K(S); then each of them
satisfies the same monic polynomial with coefficients in I that x also satisfies, and
hence each of them lies in rad(I), by (4.3.14). But the coefficients of the minimal
polynomial are polynomials in the xi, and so they also lie in rad(I). �

iear-polynomial-integral-closure Proposition 4.3.16. Suppose R ⊂ S is integrally closed in S. Then R[x] ⊂
S[x] is integrally closed in S[x].

Proof. Let f(x) =
∑
i aix

i ∈ S[x] be an element integral over R[x] satisfying
some monic equation

fn + p1f
n−1 + . . .+ pn = 0,
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over R[x]. Let R′ ⊂ R be the subring generated by the coefficients of each of the pi.
So R′ is finitely generated and hence Noetherian. Now, M = R′[x][f ] ⊂ S[x] is a
finitely generated R′[x]-module, since f is integral over R′[x]. So if I ⊂ S is the ideal
generated by the coefficients of all the elements of M , then I is generated over R′

by the coefficients of the generators of M over R′[x], and is thus finitely generated.
Let an be the leading coefficient of f ; then R′[an] ⊂ I, and so is again finitely
generated over R′. This implies that an is integral over R′ (since R′ is Noetherian),
and so an ∈ R. But then anx

n is integral over R[x], and, using induction on the
degree of f , we find that f ∈ R[x]. �

iear-polynomial-normal-iff-ring-normal Corollary 4.3.17. A domain R is normal if and only if R[x] is normal.

Proof. First observe that K(R)[x] is factorial, and hence normal. So R[x]
is normal if and only if it’s integrally closed in K(R)[x]. This implies that if R is
normal, then so is R[x], using the Proposition above. Conversely, if R[x] is integrally
closed in K(R)[x], and a ∈ K(R) is integral over R, then it’s also integral over R[x],
and hence lies in R[x]. But then it’s in fact in R, and so R is also normal. �

3.3. Normality in the Noetherian Case.

iear-normal-loc-noeth-criterion Lemma 4.3.18. A reduced Noetherian ring R is normal if and only if RP is
normal for every prime P ⊂ R associated to a non zero divisor.

Proof. It’s easy to see that any localization of a normal ring is normal. See
(4.2.7).

Suppose now that x ∈ K(R) is integral over R. Then its image in K(RP ) is
integral over RP , for every prime P . Now, Proposition (4.3.7) tells us that x /∈ R
if and only if x /∈ RP , for some prime P associated to a non zero divisor. So if
R is not normal, then RP is also not normal, for some P associated to a non zero
divisor. �

Now we give a criterion for a domain to be normal.

iear-normality-criterion Proposition 4.3.19. A Noetherian domain R is normal if and only if, for
every prime P associated to a principal ideal, PP is principal.

Proof. Suppose first that R is normal, and a ∈ R − 0. Let P be a prime
associated to a. We want to show that PP is principal. Now, there is a b ∈ R \ (a)
such that bP ⊂ (a). We localize at P to find that bPP ⊂ (a)P . We set

P−1
P = (RP :K(RP ) PP ) ⊂ K(RP ).

Observe now, that since bPP ⊂ (a)P , we have b/a ∈ P−1
P . By hypothesis

b /∈ (a), which implies that b/a /∈ RP , and hence P−1
P * RP . Moreover, we have

PP ⊂ P−1
P PP ⊂ RP . Since PP is maximal, this means that either P−1

P PP = PP or
P−1
P PP = RP . If the former is true, then we find, by a version of Nakayama, that
P−1
P is integral over RP . But RP is normal, and so P−1

P ⊂ RP , which contradicts
what we showed at the beginning of the paragraph. So we must have P−1

P PP = RP .
If cPP ⊂ PP , for all c ∈ P−1

P , then, by the locality of RP , we see that P−1
P PP ⊂ PP .

Therefore, there is some c ∈ P−1
P such that cPP = RP , which means that PP =

c−1RP ∼= RP is principal.
Conversely, suppose for every prime P associated to a principal ideal, PP is

principal. Then, the localization RP is a local domain whose maximal ideal is
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principal. So RP is a DVR and is thus normal. Observe now, that by Proposition
(4.3.7), R = ∩PRP , where the intersection is taken over all primes associated to a
principal ideal. Since RP is integrally closed in K(RP ), and K(RP ) = K(R), for
all primes P ⊂ R, we see that R must also be integrally closed in K(R). �

Here’s an easy characterization of normal rings.

iear-normal-characterization Proposition 4.3.20. Every Noetherian normal ring is a product of normal
domains.

Proof. Let R be a Noetherian normal ring. Then, in particular, R is reduced.
So by Corollary (4.3.6), we see that

K(R) ∼=
∏
i

(R/Qi)Qi
,

where htQi = 0, for all i.
Let ei be the unit in Ki = (R/Qi)Qi

. Then, ei is idempotent in K(R), and so
satisfies the monic equation x2−x = 0 over R. But R is integrally closed in K(R),
and so ei ∈ R. Moreover, we see that for i 6= j, eiej = 0, and that

∑
i ei = 1.

Hence, we have that R ∼=
∏
iRei, with K(Rei) = Ki. Since R is integrally closed

in K(R), we see that Rei must be integrally closed in Ki, and is thus a normal
domain (it’s a sub-ring of a field). �

3.4. Integral Closure in the Graded Case. Now, we consider the graded
case.

iear-graded-integral-components-integral Lemma 4.3.21. Let A ⊂ B be an inclusion of graded rings, with A Noetherian.
If s ∈ B is integral over A, then every homogeneous component of s is integral over
A.

Proof. Observe that T = A[s] is a subring of S that is finitely generated
as an A-module. Now, let N ⊂ T be the graded A-submodule generated by the
highest degree components of the elements of T , and let s′ be the highest degree
component of s. Suppose t ∈ N is of the form

∑
i aiti, where each ai ∈ A and each

ti is the highest degree component of some element bi ∈ T ; then, for each i, s′ti is
the highest degree component of s′bi, which implies that s′t is also in N . Thus, we
find that s′N ⊂ N . To show that s′ is integral over s, it suffices to show that N is
a finitely generated A-module.

Choose finitely many generators b1, . . . , br for T as an A-module, and letM ⊂ T
be the graded A-submodule generated by the homogeneous components of the bi.
Pick b ∈ T and express it as a sum of the form

∑
i aibi, where ai ∈ A, for all i.

Then it’s immediate that the highest degree term of b is an A-linear combination
of some homogeneous components of the bi, and hence lies in N . This shows that
N ⊂ M , and since A is Noetherian, and M is finitely generated, N must also be
finitely generated over A.

Now, subtract s′ from s and proceed inductively. �

iear-graded-integral-closure-graded Proposition 4.3.22. The integral closure S′ of any graded domain S in its
quotient field has a natural grading so that the inclusion S ⊂ S′ is a map of graded
rings.

Proof. Let L be the ring of fractions of S obtained by inverting all homo-
geneous, non-zero elements of S. Then S′ satisfies the hypotheses of part (3) of
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Proposition (1.2.5) and is thus either a field or of the form k[t, t−1], for some field
k. First suppose L is a field; then every element in S must have been homogeneous
to begin with, which means that S is trivially graded. In this case, the inclusion of
S in any ring is always a map of graded rings.

Suppose now that L = k[t, t−1]: then L is normal. To see this, just observe that
it is a UFD. Hence S′ ⊂ L, and we will be done now if we show that the integral
closure of every graded ring in a graded extension is a homogeneous subring of he
extension. So let A and B be graded rings with a graded inclusion A ⊂ B. Suppose
s ∈ B is an element integral over A, and let p(t) ∈ A[t] be a monic polynomial
such that p(s) = 0. We want to show that each homogeneous component of s is
integral over A. Let A′ ⊂ A be the graded subring generated by the homogeneous
components of the coefficients of p(t); then A′ is Noetherian. It is enough to show
that every component of s is integral over A′. This reduces us to the case of the
Lemma, and so our proof is done. �

3.5. Finiteness of Integral Closure. We’ll prove here that the integral clo-
sure of a normal domain R in a finite, separable extension of its quotient field is
finite over R. Later, in Chapter 8, we’ll see that the integral closure of any affine
domain in any finite extension is finitely generated as a module over the domain.
Also, in Chapter 7, we’ll see that the integral closure of any Noetherian domain of
dimension 1 is again Noetherian of dimension 1.

iear-separable-finiteness-of-integral-closure Theorem 4.3.23. Let R be a normal domain, and let L/K(R) be a finite sep-
arable extension of its function field. Let R′ ⊂ L be the integral closure of R in L.
Then R′ is contained in a finitely generated R-submodule of L. In particular, if R
is Noetherian, then R′ is finite over R.

Proof. The second assertion follows immediately from the first. Since L is
separable, we can replace it by its Galois closure, and assume L/K(R) is a Galois
extension. Now, consider the trace form trL/K(R) : L × L → K(R): this is a
non-degenerate bilinear form on L since L/K(R) is separated. We can find a basis
{b1, . . . , bn} ⊂ R′ for L over K(R). Let {b∗1, . . . , b∗n} be its dual basis under the
trace form. Then, for a ∈ R′, we have a =

∑
i aib

∗
i , for some ai ∈ K(R). But

observe now that

trL/K(R)(aej) =
∑
i

trL/K(R)(aiδij) = ai ∈ R.

Hence it follows that R′ ⊂
∑
iRe

∗
i . �

4. Lying Over and Going Up
iear-secn-going-up

iear-field-iff-integral-extn-field Proposition 4.4.1. Let R ⊂ S be an integral extension. Then R is a field if
and only if S is a field.

Proof. First suppose R is a field; then every element s ∈ S is algebraic over
R, and thus has an inverse in R[s].

Now, suppose S is a field, and suppose s ∈ S is the inverse of an element r ∈ R.
Then, s satisfies a monic equation

sn + an−1s
n−1 + . . .+ a0 = 0.

Multiplying this by rn−1, we find that

s = −(an−1 + an−2r + . . .+ a0r
n−1) ∈ R.
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�

iear-contract-max-iff-max Corollary 4.4.2. Let f : R → S be an integral map; then an ideal q ⊂ S is
maximal if and only if p = f−1(q) ⊂ R is maximal.

Proof. This is equivalent to the statement that S/q is a field if and only if
R/p is one, which follows immediately from the Proposition above. �

iear-defn-going-up Definition 4.4.3. We say that a map of rings f : R → S has the going up
property when the following condition holds:

Given primes q ⊂ S and p ⊂ R such that qc = p, and another prime p∗ ! p,
there is a prime q∗ ⊃ q such that (q∗)c = p∗. In other words, the map SpecS/q→
SpecR/p is surjective.

It has the lying over property if the map SpecS → SpecR/ ker f is surjective.

Definition 4.4.4. We say that a map f : R→ S of rings is integral if S is an
integral extension of f(R).

iear-extn-going-up Proposition 4.4.5. Let f : R → S be an integral map. Then it has the lying
over and going up properties.

Proof. We need to show that the map SpecS → SpecR/ ker f is surjective,
and that the maps SpecS/q → SpecR/p are surjective for primes p ⊂ R, q ⊂ S,
with qc = p. Replacing R with R/ ker f , we can assume that we have an integral
extension R ⊂ S. Since, by (4.2.7), R/p ⊂ S/q is also an integral extension, it
suffices to show that SpecS → SpecR is surjective. So suppose p ∈ SpecR, and
consider the integral extension Rp ⊂ Sp. Let m ⊂ Sp be any maximal ideal. Then
we have another integral extension

Rp/(m ∩R) ⊂ Sp/m,

with Sp/m a field. So, by the last Proposition, we see that Rp/(m ∩ R) is also a
field, which implies that m ∩ R = p, and so the map SpecS → SpecR is indeed
surjective. �

iear-defn-incomp Definition 4.4.6. We say that two primes p1, p2 ⊂ R are incomparable if they
are incomparable in the prime lattice of R.

A map of rings f : R → S has the incomparability property if, given a prime
p ⊂ R, and two distinct primes q1, q2 ⊂ S such that qci = p, for i = 1, 2, q1 and q2

are incomparable. In other words, if all the primes in S ⊗ k(p) are maximal.

Integral extensions also satisfy the incomparability property.

iear-extn-incomp Proposition 4.4.7. Let f : R → S be an integral map. Then it has the in-
comparability property.

Proof. As always, replacing R with its image, we can assume R ⊂ S is an
integral extension. Let p ⊂ R be a prime. Now, for any prime q ⊂ S contracting
to p, we see that we have an integral extension Rp/pp ⊂ Sp/qp. Since Rp/pp is a
field, we see that qp ⊂ Sp must also be maximal. In particular, this implies that all
the primes in S ⊗ k(p) are maximal, thus showing that f has the incomparability
property. �
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5. Finite Group Actions

In this section, we present a few generalities on finite group actions on rings
that will prove useful in the number theoretic context.

Definition 4.5.1. Let R be a ring, and let G be a finite subgroup of Aut(R).
The norm NG(a) of an element a ∈ R is the product

∏
σ∈G σ(a). Evidently, NG(a)

lives in RG, the sub-ring of G-invariant elements.

iear-finite-group-transitive Proposition 4.5.2. Let R be a ring, G a finite subgroup of Aut(R), and RG ⊂
R the fixed sub-ring of G.

(1) R is integral over RG.
(2) If P ⊂ RG is any prime, then G acts transitively on the set of primes in

R contracting to P .

Proof. (1) Let x ∈ R, and consider the polynomial

p(t) =
∏
σ∈G

(t− σ(x)).

This is a monic polynomial that vanishes at x; moreover, it’s also invariant
under the action of G, and hence is a polynomial over RG. This shows
that x is integral over RG.

(2) Let Q1, Q2 ⊂ R be primes contracting to P , and pick x ∈ Q1. Consider
the norm NG(x): this lies in Q1 ∩ RG = P , and hence also in Q2. This
implies that σ(x) ∈ Q2, for some σ ∈ G, and so we have

Q1 ⊂
⋃
σ∈G

σ(Q2).

By prime avoidance, there exists σ ∈ G such that Q1 ⊂ σ(Q2). Now, by
incomparability (4.4.7), we have Q1 = σ(Q2).

�

Definition 4.5.3. With the notation as in the above Proposition, the stabilizer
of a prime Q ⊂ R is called the decomposition group of Q.

The fixed sub-ring RDec(Q) ⊂ R of Dec(Q) is called the decomposition ring of
Q.

Remark 4.5.4. If Q ∩ RG = Q′ ∩ RG = P , then the transitivity of the group
action on the fiber over P tells us that Dec(Q) and Dec(Q′) are conjugate subgroups
of G.

Also observe that if Q′ = RDec(Q)∩Q, then Q is the only prime in R lying over
Q′. This again follows from the transitivity of the action of Dec(Q) on the fiber
over Q′.

The next lemma basically says that flat base change preserves group invariants.

iear-group-action-flat-base-change Lemma 4.5.5. Let R and A′ be A-algebras, and suppose A′ is flat over A. If G
is a finite sub-group of AutA(R), then we have a natural isomorphism

RG ⊗A A′ ∼= (R⊗A A′)G,

where the action of G is extended naturally to R⊗AA′, by letting it act trivially on
A′.
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Proof. We have:

RG = HomA[G](A,R),

(R⊗A A′)G = HomA[G]⊗AA′(A⊗A A
′, R⊗A A′),

where A[G] is the group ring of G over A, and A is given the natural A[G]-module
structure via the augmentation map. The desired isomorphism is now immediate
from (3.1.11). �

iear-group-action-localization Corollary 4.5.6. With the notation and hypotheses of (4.5.2), let S ⊂ RG

be a multiplicative set. Then, under the natural action of G on S−1R, we have
(S−1R)G = S−1(RG).

Proof. Take A = RG and A′ = S−1(RG) in the lemma above. �

iear-decomposition-ring-residue-field Proposition 4.5.7. With the notation and hypotheses of (4.5.2), let Q ⊂ R
be a prime lying over P ⊂ RG, and let RD be the decomposition ring of Q. If
Q′ = Q ∩RD, then the natural inclusion k(P ) ↪→ k(Q′) is an isomorphism.

Proof. By (4.5.6), we have (RG)P = (RP )G. Note that Dec(Q) is unaffected
by localization. Using (4.5.6) again, we see that (RD)P = (RP )D. Therefore, we
can replace R with RP and RG with (RG)P , and assume that P is maximal. In
this case, both Q and Q′ are maximal, by (4.4.2) and (4.5.2).

So what we need to show is that R/P ↪→ RD/Q′ is surjective. That is, given
x ∈ RD \Q′, we need to find y ∈ R \ P such that x− y ∈ Q′.

For σ ∈ G, we set Q′σ = σ(Q) ∩ RD; note that if σ /∈ Dec(Q), then Q′σ 6= Q′,
since Q is the only prime in R contracting to Q′. Since {Q′σ : σ ∈ G} is a finite
collection of maximal ideals in RD, using the Chinese remainder theorem, we can
find z ∈ RD such that z − x ∈ Q′1 = Q′ and such that z − 1 ∈ Q′σ, for σ /∈ Dec(Q).
In particular, z ≡ x (mod Q), and σ(z) ≡ 1 (mod Q), for all σ /∈ Dec(Q).

Now consider y = z
∏
σ/∈Dec(Q) σ(z): this lies in RG, and also satisfies the

condition y ≡ x (mod Q). But both y and x lie in RD, and so we must have
x− y ∈ Q′. This finishes our proof. �

Observe now that any element σ ∈ Dec(Q) induces a natural automorphism on
R/Q over RG/P , and hence on k(P ) over k(Q). The next Proposition says that all
automorphisms of k(P ) over k(Q) are obtained in this fashion.

iear-decomposition-group-surjection-automorphism Proposition 4.5.8. We maintain the notation and hypotheses of the previous
Proposition. The extension k(Q)/k(P ) is normal algebraic, and the natural map
Dec(Q)→ Autk(P )(k(Q)) is surjective.

Proof. Just as in (4.5.7) we reduce to the case where P , and hence Q, is
maximal. In this case, let a ∈ R/Q be an element, and let a ∈ R be an element
mapping to a. Then a is a zero of the monic polynomial

∏
σ∈G(t− σ(a)) over RG,

and so a is a zero of the polynomial
∏
σ∈G t− σ(a) over k(P ). This polynomial

splits completely in R/Q, and so we see that k(Q) is normal over k(P ). That it’s
algebraic is of course an easy consequence of what we have shown.

For the second assertion, first observe that, by (4.5.7), we can replace RG with
RP and P with Q′ = RD ∩Q, and assume that G = Dec(Q). Let ks/k(P ) be the
maximal separable sub-extension of k(Q)/k(P ); then we can find a ∈ ks such that
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ks = k(P )[a]. Now, an automorphism ϕ of k(Q) over k(P ) is completely determined
by where it sends a. But any conjugate of a is of the form σ(a), for some a ∈ R
mapping to a and some σ ∈ G. Now we find that ϕ is the image of σ under the
natural map from G to Autk(P )(k(Q)). �

Definition 4.5.9. The kernel of the natural surjection Dec(Q)→ Autk(P )(k(Q))
is called the inertia group of Q and will be denoted I(Q). This consists of all ele-
ments in Dec(Q) that induce the trivial action on the quotient R/Q.

Remark 4.5.10. If k(Q) is separable over k(P ) (which happens, for example,
when k(P ) is finite), then we get an exact sequence of groups:

1→ I(Q)→ Dec(Q)→ Gal(k(Q)/k(P ))→ 1.

Thus [Dec(Q) : I(Q)] = [k(Q) : k(P )].

Definition 4.5.11. Given an A-algebra ring R and a field K, a K-valued point
of R over A is just a map of A-algebras R → K. We denote the set of K-valued
points of R over A by RA(K).

Remark 4.5.12. If R has a left action by a group G, then that automatically
induces a right action of G on RA(K) by the formula (ϕσ)(a) = ϕ(σ(a)).

iear-transitive-k-valued-points Corollary 4.5.13. We keep the hypotheses of (4.5.2). For any field K equipped
with a map RG → K, the action of G on RRG(K) is transitive.

Proof. Given two maps ϕ1, ϕ2 : R → K that agree on RG, we can replace
ϕ2 by a suitable translate and assume that kerϕ1 = kerϕ2 = Q. Now, imϕ1 and
imϕ2 differ by an automorphism of R/Q over RG/P , and thus by an automorphism
of k(Q) over k(P ). But by the Proposition above, D surjects onto Autk(Q)(k(P )),
and so we can find a σ ∈ D such that ϕ1 = ϕ2 ◦ σ. �

Remark 4.5.14. Suppose that in the corollary above, we take L = R to be
a field; then LG is the fixed field of G. Then we find that G acts transitively on
LLG(L). But this is the same as saying that G acts transitively on AutLG(L), which
is the same as saying that G = AutLG(L). This leads to a quick proof that any
field is always Galois over the fixed sub-field of any finite group of automorphisms.

6. Going Down for Normal Domains

This section is devoted to showing that integral extensions of normal domains
have the going down property. See (3.6.7) for the definition. First we need a few
auxiliary results, the last of which is a consequence of Galois theory.

iear-purely-inseparable-bijective Lemma 4.6.1. Let R ⊂ S be a tower of domains, with K(S)/K(R) a purely
inseparable extension. Then, for every prime P ⊂ R, rad(PS) is again prime. In
particular, contraction induces a bijective correspondence between the primes of S
and the primes of R.

Proof. Let a, b ∈ S be such that ab ∈ rad(PS); then we can find n ∈ N
such that (ab)p

n ∈ P , ap
n

, bp
n ∈ R. Suppose a /∈ rad(PS); then ap

n

/∈ P , and so
bp

n ∈ P , implying that b ∈ rad(PS). �

iear-normal-extn-transitivity Theorem 4.6.2. Let R be a normal domain, L/K(R) a normal extension, and
S the integral closure of R in L. Then, for every prime P ⊂ R, Aut(L/K(R)) acts
transitively on the primes in S contracting to P .
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Proof. By the lemma above, we can assume that L/K(R) is separable, and
hence Galois.Let Q1, Q2 ⊂ S be two primes contracting to P . For every sub-
extension L′/K(R) of L, we set

F (L′) = {σ ∈ Gal(L/K(R)) : σ(Q1 ∩ L′) = Q2 ∩ L′}.

For any sub-extension L′/K(R), let RL′ be the integral closure of R in L′. If
L′/K(R) is Galois, we have RGal(L′/K(R))

L′ = RL′ ∩K(R), and since R is normal, we
have RGal(L′/K(R))

L′ = R. So, if L′/K(R) is a finite Galois extension, then, by (4.5.2),
we find that F (L′) 6= ∅. Moreover, observe that if L(1)/K(R) and L(2)/K(R)
are two finite Galois sub-extensions, then so is their composite L(1)L(2)/K(R).
Moreover, we find that

∅ 6= F (L(1)L(2)) ⊂ F (L(1)) ∩ F (L(2)).

We set

F = {F (L′) ⊂ Gal(L/K(R)) : L′/K(R) a finite Galois sub-extension of L/K(R)}.

We have shown above that F has the finite intersection property.
Now, equip G = Gal(L/K(R)) with the Krull topology. We’ll need two topo-

logical facts:
(1) G is compact in the Krull topology.
(2) For every finite Galois sub-extension L′/K(R), F (L′) is closed in G.

Given these two properties, and the fact that F has the finite intersection property,
we find that

⋂
L′∈F F (L′) 6= ∅. So choose σ ∈

⋂
L′∈F F (L′); it’s now immediate

that σ(Q1) = Q2. �

iear-going-down-normal-domains Corollary 4.6.3. Let R ⊂ S be a tower of domains, with R normal and S
integral over R. Then the inclusion R ↪→ S has the going down property.

Proof. Let L be the normal closure of K(S), and let T be the integral closure
of R in L (and hence also the integral closure of S in L). Let p∗  p be a chain of
primes in R, let q ⊂ S be a prime lying over p, and let q̃ ⊂ T be a prime lying over
q. By lying over and going up (4.4.5), there is a prime q1 ⊂ T lying over p∗ and
another prime q2 ⊃ q1 lying over p. Since L/K(R) is normal, the Theorem above
gives us a σ ∈ Aut(L/K(R)) such that σ(q2) = q̃. Let q∗ = σ(q1) ∩ S; we see that
q∗ ⊂ q and that q∗ ∩R = q1 ∩R = p∗. �

7. Valuation Rings and Extensions of Homomorphisms

Definition 4.7.1. A domain R is a valuation ring if, for every x ∈ K(R),
either x ∈ R or x−1 ∈ R.

iear-valuation-rings-basic-prps Proposition 4.7.2. Let R be a valuation ring.
(1) The ordering x ≤ y if and only if x ∈ (y) induces a total ordering on R.
(2) R is a local ring.
(3) R is normal.
(4) If R ⊂ S ⊂ K(R) is a tower of rings, then S is also a valuation ring.

Proof. For (1), it suffices to show that every two elements of R are compa-
rable. Suppose x, y ∈ R are such that x /∈ (y); then x

y /∈ R, and so y
x ∈ R, which

implies y ∈ (x).
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Let m ⊂ R be the set of all non-units. To show that R is local, it suffices to
show that m is closed under addition. So pick x, y ∈ m, and observe that either
xy−1 ∈ R or x−1y ∈ R. Without loss of generality, assume xy−1 ∈ R. In this case,
we see that x+ y = (1 + xy−1)y ∈ m.

For normality, pick z ∈ K(R), and assume that it satisfies some monic polyno-
mial p(t) = tn + an−1t

n−1 + . . . + a0 over R. If z /∈ R, then z−1 ∈ R, and we can
write

z = −(an−1 + an−2z
−1 + . . .+ a0z

−n+1),

and hence z ∈ R.
Part (4) is obvious. �





CHAPTER 5

Completions and Hensel’s Lemma

chap:comp
1. Basics

In this section, we fix a filtered ring (R,F •R).

Definition 5.1.1. Let (M,F •M) be a filtered R-module; then we define the
completion of M to be the filtered R-module

M̂F = lim
←−
n∈N

(M/FnM) ,

equipped with the natural map εM : M → M̂F given by the universal property of
the inverse limit, and the filtration F •M̂F given by

FnM̂F = lim
←−
m∈N

(
FnM/Fn+mM

)
,

which makes εM a homomorphism of filtered R-modules.
A filtered R-module M is complete if εM is an isomorphism of filtered R-

modules.
We denote by R-comp the full subcategory of R-filt that consists of complete

R-modules.

Remark 5.1.2. If the filtration F •M is clear from context or is unambiguous
we will suppress F and write the completion simply as M̂ .

Remark 5.1.3. Note that, in the definition of the filtration on M̂ , we have
used the fact that inverse limits preserve monomorphisms. In particular, FnM̂ is
indeed an R-submodule of M̂ .

Remark 5.1.4. It’s also clear that εM is an injection if and only if M is sepa-
rated; so, in particular, complete modules are separated.

comp-completion-reflection Proposition 5.1.5. The assignment M 7→ M̂F is a functor from R-filt to
R-comp that is a left adjoint to the forgetful functor from R-comp to R-filt. Equiv-
alently, R-comp is a reflective subcategory of R-comp with the reflection given by
the completion functor.

Proof. First we show that M̂ is complete. We see immediately that we can
write every element in M̂ as the sum of an element in FnM̂ , and another element
which has 0 in its mth co-ordinate, for all m > n. Hence, we find that M̂/FnM̂ ∼=
M/FnM . From this, it follows at once that M̂ is complete. It’s clear that M 7→ M̂
is in fact a functor.

Now, suppose ϕ : M → N is a homomorphism of filtered R-modules, where
N is complete. This induces, for every n ∈ N, a map ϕn : M/FnM → N/FnN ,
and hence a map ϕ̃ : M̂ → N , since N is complete. By construction ϕ̃ satisfies
ϕ = ϕ̃ ◦ εM . It’s also easily checked that this factoring is uniquely determined. �

71
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Remark 5.1.6. In a similar vein, one may define the separation of M as being
the module M/ ∩n≥0 F

nM , which will give us a reflection into the subcategory of
separated modules. But we won’t need this.

comp-gr-completion Corollary 5.1.7. Let (M,F •M) be a filtered R-module, and let M̂ be its com-
pletion. Then we have

grF (M̂) ∼= grF (M).

Proof. Falls out immediately from the proof of the Proposition above. �

Example 5.1.8. The p-adic integers Ẑp are obtained by completing Z equipped
with the p-adic filtration (where, by abuse of notation, we are identifying the ideal
(p) with the number p). The power series ring R[[x1, . . . , xn]] over any ring R is
the completion of R[x1, . . . , xn] equipped with the (x1, . . . , xn)-adic filtration.

Definition 5.1.9. Let (M,F •M) be a filtered R-module, and let N ⊂ M be
an R-submodule. The closure of N is the submodule

N = ∩n∈N (N + FnM) .

If N = N , then we say that N is closed. Observe that N being closed is
equivalent to M/N being separated under the produced filtration.

comp-completion-exactness Proposition 5.1.10. Let M be a filtered R-module, and let N ⊂ M be an
R-submodule. Let N be equipped with the induced filtration, and M/N with the
produced filtration, so that the sequence

0→ N →M →M/N → 0

is exact in R-filt.

(1) The map N̂ → M̂ is injective, and the filtration on N̂ agrees with the
induced filtration.

(2) The sequence

0→ N̂ → M̂ → M̂/N → 0

is also exact in R-comp. In particular, M̂/N ∼= M̂/N̂ , where M̂/N̂ is
equipped with the produced filtration.

(3) N̂ ∼= εM (N) is a closed submodule of M .

Proof. Before we begin, observe that we cannot just use the left adjointness
of the completion functor to say that it is left exact, since the categories involved
are not abelian. We will instead use the properties of left adjoints on a more basic
level.

(1) We use the fact that N/FnN includes into M/FnM , for every n: indeed,
FnN = N ∩ FnM , by definition. Since inverse limits preserve monomor-
phisms, we’re done. In particular, we find that N̂ lives inside M̂ as the set
of coherent sequences that have as their co-ordinates images of elements
in N . From this, the conclusion about the filtrations on N̂ immediately
follows.

(2) Note that {N/FnN} is an inverse system satisfying the weak Mittag-
Leffler condition ([CT, ?? ]), and so lim1N/FnN = 0; this immediately
gives us the statement.
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(3) Now, observe that since M̂/N̂ is complete, and hence separated, N̂ is
a closed submodule of M̂ . So it suffices to show that N̂ ⊂ ϕM (N); or,
equivalently, that N̂ ⊂ ϕM (N) + FnM , for all n ∈ N. So suppose s ∈ N̂ ,
and let sn ∈ N/ (FnM ∩N) be its nth co-ordinate. Let t ∈ N be any
element which maps onto sn. Then it’s clear that s − ϕM (t) belongs to
FnM .

�

Now, given a filtered R-module M , we have the natural maps

αnM : R/FnR⊗RM →M/FnM,

which is an isomorphism for all n ∈ N, if the filtration on M is the natural filtration.
This give us a natural map αM : R̂⊗R → M̂ given by the composition

R̂⊗RM → lim
←−

(R/FnR⊗RM)
limαn

M−−−−→ M̂.

Let’s see how this map looks in concrete terms. An element on the left hand side is
a linear sum of elements of the form s⊗m, where s is a coherent sequence and m is
an element in M . Then, we send s⊗m to the coherent sequence with co-ordinates
sn ⊗m under the first map, and then to the coherent sequence with co-ordinates
snm in M̂ .

It’s easy to see that αR is an isomorphism, which, since both completions and
tensor products respect direct sums, implies that αRn is an isomorphism, for all
n ∈ N. We’ll see in (5.3.3) that this is also an isomorphism for most modules we
care about.

Definition 5.1.11. Suppose (M,F •M) and (M,F ′•M) are two filtered R-
modules with the same underlying R-module M . We say that these two are equiv-
alent if there exists n0 ∈ N such that for all r ≥ n0, we can find N(r), N ′(r) ∈ N
such that FN(r)M ⊂ F ′rM and F ′N

′(r)M ⊂ F rM .

comp-equivalent-completion-isomorph Proposition 5.1.12. If (M,F •M) and (M,F ′•M) are equivalent filtered R-
modules, then M̂F and M̂F ′ are isomorphic as R-modules.

Proof. For r ∈ N large enough, let k(r) be the maximal integer such that
F rM ⊂ F ′k(r)M . Set F̃ rM = F ′k(r)M ; we then have an exact sequence of inverse
systems, which, at the rth level, looks like:

0→ F̃ rM/F rM →M/F rM →M/F̃ rM → 0.

Now, since, for a given r ≥ 0, we have F̃ sM ⊂ F rM , for all s large enough, we find
that the image of F̃ sM/F sM in F̃ rM/F rM is 0, for all s large enough. From this
it’s immediate that {F̃ rM/F rM} is an inverse system satisfying the Mittag-Leffler
condition [CT, ?? ], and also that lim F̃ rM/F rM is 0. So we have an isomorphism

M̂F
∼= lim
←−

M/F̃ rM.

By a similar argument, we also have

lim
←−

M/F̃ rM ∼= M̂F ′ ,

and so our proof is done. �
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comp-stable-filtrations Corollary 5.1.13. Let (M,F •M) be a stable filtered module over R, and let
F ′•M be the natural filtration on M . Then M̂F

∼= M̂F ′ .

Proof. By hypothesis, there exists n0 ∈ N such that, for all r ≥ 0, Fn0+rM =
F rR · Fn0M . Therefore, for all s ≥ n0, we have F sM ⊂ F ′s−n0M . Since, by
definition, F ′sM ⊂ F sM , the Proposition now gives us the result. �

We finish this section with a few definitions.

Definition 5.1.14. The I-adic completionof a ring R is the completion of the
filtered ring (R, I); that is, of R equipped with the natural I-adic filtration.

We say that a ring R is complete with respect to an ideal I if (R, I) is complete.
A local ring (R,m) is complete if it is complete with respect to m.

Remark 5.1.15. Let R̂ be the I-adic completion of R; then we see from the
definition that FnR̂ is simply În, the I-adic completion of the ideal In. In par-
ticular, if (R,m) is a local ring, then R̂ is again local, and its maximal ideal is
m̂.

Definition 5.1.16. Let (R,F •R) be a filtered ring; then the ring of restricted
power series over R is the subring R{t} of R[[t]] given by:

R{t} = {f =
∑
i

fit
i ∈ R[[t]] : for all n ∈ N , there exists r ∈ N such that fm ∈ FnM for m ≥ r}

Observe that an element f ∈ R[[t]] is in R{t} if and only if, for every n ∈ N, its
image in (R/FnR) [[t]] is a polynomial. Now, equip the polynomial ring R[t] with
the natural filtration; then we see immediately that

R̂[t] = lim
←−

(R/FnR) [t]

is the ring of restricted power series over R. This gives us the following result.

comp-restricted-power-series Proposition 5.1.17. Let R be a complete ring; then the completion of R[t],
where this ring is equipped with the natural filtration as an R-module, is R{t}, the
ring of restricted power series over R. In particular, R{t} is again complete.

2. Convergence and some Finiteness Results

Many of the notions we have encountered so far have their origins in topology
(completion, closure, etc.), and in fact this entire treatment could have been con-
ducted in topological terms by treating filtrations of a module as a neighborhood
basis for 0. Taking further inspiration from such considerations, we can define a
notion of convergence and continuity for filtered modules.

Definition 5.2.1. An element m ∈ M is a limit of a sequence {mn : n ∈ N}
of elements in a filtered R-module M if there exists an m ∈ M , such that, for all
r ∈ N, there is N(r) ∈ N such that mn ∈ F rM , whenever n ≥ N(r).

A sequence {mn : n ∈ N} of elements in a filtered R-module M is convergent
if it has a unique limit m ∈M . In this case, we say that the sequence converges to
m, and denote this by limn→∞mn = m.

A sequence {mn : n ∈ N} in a filtered R-module M is Cauchy if, for all r ∈ N,
there is N(r) ∈ N such that mk −ml ∈ F rM , whenever k, l ≥ N(r).

Remark 5.2.2. It’s clear that M is separated if and only if every sequence has
at most one limit.
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The next Proposition tells us that complete modules behave the way we would
expect them to, given our topological intuitions.

comp-completion-complete Proposition 5.2.3. A filtered R-module M is complete if and only if every
Cauchy sequence is convergent.

Proof. Suppose every Cauchy sequence converges: we’ll first show that M
is then separated. Indeed, given m ∈

⋂
n F

nM , we observe that setting mn = m
gives us a Cauchy sequence in M . Now we see that both 0 and m are limits of this
sequence, which then, since {mn} is convergent, tells us that m = 0.

So we can assume that M is separated and show that εM : M → M̂ is a
surjection if and only if every Cauchy sequence in M is convergent.

In one direction, let s ∈ M̂ be a coherent sequence; then, for r ∈ N, we can find
mr ∈ M such that the image of mr in M/F rM equals sr, and so s − εM (mr) ∈
F r+1M̂ . Observe now that, for t ≥ r, mt − mr ∈ F rM : that is, {mn : n ∈ N}
is a Cauchy sequence in M and hence converges to some element m ∈ M . Then,
it follows that {εM (mn)} converges to εM (m) in M̂ . But M̂ is separated and s is
also a limit of this sequence; therefore, s = εM (m).

Conversely, let {mn : n ∈ N} be a Cauchy sequence, and consider the coherent
sequence s ∈ M̂ given by sn = πn(mn), where πn : M → M/FnM is the natural
surjection. Then it’s clear that s is a limit of the sequence {εM (mn)} in M̂ . Let
m ∈M be such that s = εM (m); then, for every r ∈ N, εM (m−mk) ∈ F rM̂ , for k
large enough. This implies that m−mk ∈ F rM , for k large enough, which shows
that {mn} converges to m in M . �

Remark 5.2.4. We’ll usually employ this property of complete modules to talk
about the convergence of series of the form

∑∞
n=1mn, where, given any r ∈ N, for

n large enough, mn ∈ F rM . In this case, we define
∑∞
n=1mn to be the limit

limr→∞
∑r
n=1mn.

comp-ideal-jacobson-radical Proposition 5.2.5. Let (R,F •R) be a complete filtered ring; then F 1R is con-
tained in JacR.

Proof. It will suffice to show that, for every a ∈ F 1R, 1−a is a unit. Observe
that the series

∑∞
n=1 a

n converges: indeed, for every n ∈ N, an ∈ FnR. Now it’s
easy to check that this convergent series gives us the inverse for 1− a. �

As we saw earlier, certain properties can be lifted from the associated graded
ring of a filtered ring to the ring itself. The next Theorem uses this philosophy to
study the relative case.

comp-gr-completion-surjinj Theorem 5.2.6. Let M and N be filtered R-modules, and suppose ϕ : M → N
is a map of filtered modules. Denote by grϕ the map induced from grF (M) to
grF (N).

(1) If M is separated and grϕ is a monomorphism, then ϕ is a monomor-
phism.

(2) If M is complete, N is separated, and grϕ is a surjection, then ϕ is also
a surjection

Proof. Let ϕn be the map induced from M/FnM to N/FnN , and let αn be
the map induced from FnM/Fn+1M to FnN/Fn+1N . Observe that αn = (grϕ)n.
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(1) Let m be an element of kerϕ; then, since M is separated, there is a
maximal r ∈ N such that m ∈ F rM , but m /∈ F r+1M , and so we see that
m ∈ kerαr, which contradicts our assumption about grϕ.

(2) Choose n ∈ N ; since N is separated, there is a maximal r ∈ N such
that n ∈ F rN but n /∈ F r+1N . So in(n) ∈ F rN/F r+1N can be ex-
pressed as a linear combination

∑
i ai(grϕ)(in(mi)), where mi ∈ M . Set

m(1) =
∑
i aimi; we see that m(1) ∈ F rM and also that n − ϕ(m(1)) ∈

F r+1M . Now, repeating the same procedure with n − ϕ(m(1)), we can
find m(2) ∈ F r+1M such that n − ϕ

(
m(1) +m(2)

)
is in F r+2M . Pro-

ceeding inductively, for t ∈ N, we can find m(t) ∈ F r+tM such that
n − ϕ

(∑t
k=1m

(k)
)

lies in F r+t+1M . Since M is complete the series∑∞
t=1m

(t) converges to an element m ∈M . Now, we simply observe that

n− ϕ(m) ∈
∞⋂
k=1

F kN = 0,

and so ϕ(m) = n.
�

This has a number of corollaries.

comp-gr-fingen-fingen Corollary 5.2.7. Let R be a complete ring and let M be a separated filtered
R-module; then M is finitely generated over R if and only if grF (M) is finitely
generated over grF (R).

Proof. Letm1, . . . ,mr ∈M be such that in(m1), . . . , in(mr) generate grF (M)
over grF (R). Set ei = deg in(mi) and consider the free, filteredR-module F = ⊕iR(−ei)
(see (2.1.12) for the notation): we can define a map ϕ : F → M by sending the
generator of R(−ei) to mi. It’s immediate that this is a map of filtered R-modules;
moreover the induced map grϕ is surjective by our assumption about the mi.
Hence, by the Proposition above, ϕ is also surjective, and so M is finitely gener-
ated over R. �

Here’s a special case of the above corollary that strengthens one of the main
consequences of Nakayama’s lemma.

comp-nakayama-complete-case Corollary 5.2.8 (Nakayama in the Complete Case). Let R be a ring com-
plete with respect to some ideal I ⊂ R, and let M be an R-module separated when
equipped with the natural I-adic filtration. If m1, . . . ,mr ∈ M are such that their
images in M/IM generate M/IM over R/I, then they in fact generate M over
R. In particular, M is finitely generated over R if and only if M/IM is finitely
generated over R/I.

Proof. Just observe that grI(M) is finitely generated over grI(R) whenever
M/IM is finitely generated over R/I: indeed, In/In+1 ⊗R/I M/IM surjects onto
InM/In+1M , for every n ∈ N. Now use the corollary above (and its proof) to
obtain the result. �

Remark 5.2.9. The power of this result stems from the fact that we don’t need
M to be a priori finitely generated for it to be applicable.

For the next Corollary, recall that a Noetherian filtered ring (R,F •R) is one
for which the blow-up algebra B(F,R) is a Noetherian ring.
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comp-noetherian-completion Corollary 5.2.10. A complete filtered ring (R,F ) is Noetherian if and only
if grF (R) is a Noetherian ring. In particular, if (R,F ) is any Noetherian filtered
ring, then its completion R̂ is again Noetherian.

Proof. Let I ⊂ R be any ideal, and equip it with the induced filtration; so,
for any r ∈ N, F rI = I ∩ F rR. We claim that grF (I) is finitely generated over
grF (R). Indeed, for every n ∈ N, we find that

(FnR ∩ I) /
(
Fn+1R ∩ I

) ∼= (FnR ∩ I) + Fn+1R/Fn+1R ⊂ FnR/Fn+1R.

Therefore, grF (I) ⊂ grF (R) is an ideal and is thus finitely generated over grF (R)
(which is Noetherian since it’s a quotient of the blow-up algebra). Now, using
(5.2.7), we find that I is finitely generated over R, and so R is also Noetherian.

The second statement follows from the first assertion and the fact that grF (R) ∼=
grF (R̂) (5.1.7). �

3. The Noetherian Case

In the last section we showed that the completion of a Noetherian filtered ring
is also Noetherian (as a ring). Now we’ll investigate some more consequences of the
Noetherian assumption. For the rest of this section, we fix a Noetherian filtered
ring (R,F ).

Note on Notation 7. Given any R-module M , we equip M with the natural
filtration F rM = F rR ·M , and we denote by M̂ the completion of M with respect
to this filtration.

comp-stable-completion Lemma 5.3.1. Let (M,F •M) be a stable filtered module over R; then M̂F
∼= M̂ .

Proof. This is a restatement of (5.1.13). �

comp-noetherian-completion-exact Theorem 5.3.2. Suppose we have a short exact sequence

0→M ′ →M →M ′′ → 0

of R-modules, with M ′ finitely generated. Then we obtain another exact sequence

0→ M̂ ′ → M̂ → M̂ ′′ → 0.

In particular, M 7→ M̂ gives us an exact functor from R-mod to R̂-mod.

Proof. Equip M with the natural filtration. It’s easy to check that the pro-
duced filtration on M ′′ agrees with the natural filtration. By the Artin-Rees lemma
(2.2.6), the induced filtration on M ′ is stable. Now the result follows from (5.1.10)
and the lemma above. �

Now, given an R-module M , we have the natural maps

αnM : R/FnR⊗RM →M/FnM,

which is an isomorphism for all n ∈ N (the filtration on M is the natural filtration).
This give us a natural map αM : R̂⊗R → M̂ given by the composition

R̂⊗RM → lim
←−

(R/FnR⊗RM)
limαn

M−−−−→ M̂.

Let’s see how this map looks in concrete terms. An element on the left hand side is
a linear sum of elements of the form s⊗m, where s is a coherent sequence and m is
an element in M . Then, we send s⊗m to the coherent sequence with co-ordinates
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sn ⊗m under the first map, and then to the coherent sequence with co-ordinates
snm in M̂ .

It’s easy to see that αR is an isomorphism, which, since both completions and
tensor products respect direct sums, implies that αRn is an isomorphism, for all
n ∈ N. We are now ready for our first corollary to the theorem above.

comp-noetherian-tensor Corollary 5.3.3. Let M be a finitely generated R-module, and let I ⊂ R be
an ideal.

(1) αM : M ⊗R R̂→ M̂ is an isomorphism.
(2) If R is complete, then so is M .
(3) IM̂ = ÎM is the closure of εM (IM) in M̂ . So we have

M̂/IM = M̂/ÎM = M̂/IM̂

(4) R̂ is flat over R.
(5) If (R,m) is a local ring equipped with the m-adic filtration, then R̂ is

faithfully flat over R.
(6) If (R,m) is a complete local ring equipped with the m-adic filtration, and

(S, n) is a local ring that’s a finite R-module, then S is also complete.

Proof. (1) Choose a finite presentation

Rn → Rm →M → 0

for M . By the Theorem, we then have the following diagram with exact
rows:

R̂⊗R Rn > R̂⊗R Rm > R̂⊗RM > 0

R̂n

αRn

∨

> R̂m

αRm

∨

> M̂

αM

∨

> 0
Here, αRn and αRm are isomorphisms as we noted above. Hence αM is
also an isomorphism.

(2) Just note that

M̂ ∼= M ⊗R R̂ = M ⊗R R = M.

(3) That ÎM is the closure of εM (IM) follows from (5.1.10). By the Theorem,
we have ÎM = IM ⊗R R̂ is the image of I⊗R M̂ in M̂ , and so we’re done.

(4) This we can deduce from (3.2.1) and part (2). Indeed, if I ⊂ R is any
ideal, then I ⊗R R̂ is isomorphic to Î, which embeds into R̂.

(5) Note that mR̂ = m̂ is the maximal ideal in R̂. Now our result follows from
(3.6.9).

(6) S is definitely complete with respect to the m-adic filtration; so it suffices
to find n ∈ N such that nn ⊂ m. For this, observe that S/mS is a finitely
generated R/m-module, and thus is Artinian. In particular, there is a
power of n contained in m.

�

Remark 5.3.4. The finite generation hypothesis is crucial. For the simplest
counterexample, let R be a complete ring, and consider the polynomial ring R[t]
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as an R-module: its completion, as we found in (5.1.17), is R{t}, but its tensor
product with R is of course itself.

comp-noetherian-power-series-quotient Corollary 5.3.5. Let R be equipped with the I-adic filtration, and suppose
I = (a1, . . . , an). Then there is an isomorphism of complete rings

R[[x1, . . . , xn]]/(x1 − a1, . . . , xn − an) ∼= R̂

Proof. When A = R[x1, . . . , xn] is equipped with the natural filtration in-
duced by the ideal (x1, . . . , xn), we see that the natural surjection R[x1, . . . , xn]→
R is a map of filtered A-modules with kernel (x1−a1, . . . , xn−an). Now our result
follows from part (3) of (5.3.3). �

Remark 5.3.6. One can show directly that R[[x1, . . . , xn]] is Noetherian when-
ever R is Noetherian by essentially the same proof as that of the Hilbert Basis the-
orem. So the Noetherianness of R̂ can also be deduced from the Corollary above.

comp-noetherian-commutes-hom-tensor Corollary 5.3.7. Let M and N be finitely generated R-modules.

(1) M̂ ⊗R N ∼= M̂ ⊗R̂ N̂ .

(2) ̂HomR(M,N) ∼= HomR̂(M̂, N̂).

Proof. (1) follows immediately from (5.3.3), and (2) follows from (5.3.3) cou-
pled with (3.1.11). �

The next Proposition can be rephrased as saying that completion reflects iso-
morphisms between finitely generated modules in the Noetherian case.

comp-noetherian-reflects-isomorphisms Proposition 5.3.8. Let M and N be finitely generated R-modules; then M̂ ∼=
N̂ if and only if M ∼= N .

Proof. Let ψ : M̂ → N̂ be an isomorphism; From part (2) of (5.3.7), we see
that we can find r ∈ R̂ and ϕ ∈ HomR(M,N) such that ψ = rϕ̂. We can find a
unit u ∈ R such that ψ−uϕ̂ has its image in F 1R̂ · N̂ . Replacing ϕ by uϕ̂ we might
as well assume that ψ − ϕ̂ has its image in F 1R̂ · N̂ .

By (5.2.5), F 1R̂ ⊂ JacR. So now, Nakayama’s lemma tells us that ϕ̂ is surjec-
tive. Since R̂ is faithfully flat over R (5.3.3), this implies that ϕ is also surjective.
In sum, we’ve shown that if there is an isomorphism from M̂ to N̂ , then there is a
surjection from M to N .

So we get surjections ϕ : M → N and ϕ′ : N → M . But then ϕϕ′ : N → N
and ϕ′ϕ : M → M are both surjections and are hence isomorphisms, by (4.1.2).
This finishes our proof. �

Remark 5.3.9. What this Proposition lets us do is transfer questions about
modules over a local Noetherian ring to those about modules over its completion
with respect to its maximal ideal. As we’ll see towards the end of this chapter,
complete local rings have a particularly simple description, which is why this result
is greatly useful.

4. Hensel’s Lemma and its Consequences

4.1. Hensel’s Lemma: The Jazzed Up Version. For the first version of
Hensel’s lemma, which is a generalization of Newton’s method of approximation,
we will need certain facts about maps between power series rings.
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Definition 5.4.1. Let Am = R[[x1, . . . , xm]], and let f = (f1, . . . , fn) be an
element of Anm. The Jacobian Jf of f is the matrix over Am whose (i, j)th entry is
∂fi

∂xj
.

comp-maps-power-series-ring Lemma 5.4.2. Let R be any ring and S an R-algebra complete with respect to
some filtration F •S.

(1) For every n-tuple of elements (a1, . . . , an) in F 1S, there is a unique map
of R-algebras

ϕ : R[[x1, . . . , xn]]→ S

xi 7→ ai

(2) For every n-tuple f of elements in (x1, . . . , xn)R[[x1, . . . , xn]], the unique
map of R-algebras

ϕf : R[[x1, . . . , xn]]→ R[[x1, . . . , xn]]
xi 7→ fi

is an isomorphism if and only if det Jf (0) ∈ R is a unit.
(3) For every choice of f ∈ R[[x1, . . . , xn]]n, and every a ∈ Rn, there is an

automorphism ψ of R[[x1, . . . , xn]] fixing R such that

f(a + eψ(x)) = f(a) + eJf (a) · x,
where e = detJf (a).

Proof. (1) EquipA = R[x1, . . . , xn] with the natural (x1, . . . , xn)-filtration;
then every n-tuple a of elements in S, there is a unique map of R-
algebras from A to S taking xi to ai. If the elements are chosen in F 1S,
then this map is in fact a map of filtered rings (and in fact filtered A-
modules). Hence, since S is complete, by (5.1.5), there is a unique map
from R[[x1, . . . , xn]] to S of A-modules that satisfies our requirement. One
easily checks that this is also a map of R-algebras.

(2) By (5.2.6), ϕf is an isomorphism if and only if grϕf is an isomorphism.
Let ti be the image of xi in gr(x1,...,xn)R[[x1, . . . , xn]]; then grϕf is just
the map

R[t1, . . . , tn]→ R[t1, . . . , tn]

ti 7→
n∑
j=1

∂fi(0)
∂xj

tj .

This map is an isomorphism if and only if det Jf (0) is a unit.
(3) By Taylor’s formula, we can write

f(a + ex) = f(a) + eJf (a)(x) + e2g(x),

for some n-tuple g of elements in (x1, . . . , xn)2R[[x1, . . . , xn]].
Let M be the matrix of minors of Jf (a), so that Jf (a)M = eI. Then

we can write

f(a + ex) = f(a) + eJf (a) (x +Mg(x))

Consider the map ϕ from R[[x1, . . . , xn]] to itself induced by the n-
tuple h = x + eMg(x); then by part (2), ϕ is an isomorphism. Now take
ψ = ϕ−1 to prove the statement.

�
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Definition 5.4.3. Let f be an n-tuple of polynomials in R[x1, . . . , xn], and let
I ⊂ R be an ideal. A solution for f is an n-tuple a of elements in R such that
f(a) = 0. An approximate solution for f is an n-tuple a of elements in R such that

fi(a) ≡ 0 (mod e2I),

for 1 ≤ i ≤ n, where e = detJf (a).

comp-hensel-two Theorem 5.4.4 (Hensel’s Lemma). Let (R, I) be a complete ring, f an n-tuple
of polynomials in R[x1, . . . , xn], and a an approximate solution for f . Set e =
det Jf (a).

(1) There exists a solution b for f such that

bi ≡ ai (mod eI),

for 1 ≤ i ≤ n.
(2) If Jf (a) is injective (or, equivalently, if e /∈ Z(R)), then there is a unique

solution b for f satisfying the condition in (1).

Proof. (1) Let M be the matrix of minors of Jf (a), so that Jf (a)M =
eI. Choose c ∈ ⊕ni=1I so that f(a) = e2c. Set d = −Mc, and let
α : R[[x1, . . . , xn]] → R be the unique map such that α(xi) = di (5.4.2).
Let ψ be the automorphism of R[[x1, . . . , xn]] such that

f(a + eψ(x)) = f(a) + eJf (a) · x

Applying α to this identity, we find

f (a + eα (ψ(x))) = f(a)− eJf (a)Mc

= f(a)− e2c = 0.

Now, we’ll be done by taking b = a + eα (ψ(x)).
(2) Suppose c, c′ ∈ ⊕ni=1I are two n-tuples such that

f(a + ec) = f(a + ec′) = 0.

Let β, β′ be the unique maps from R[[x1, . . . , xn]] to R such that β(xi) = ci
and β′(xi) = c′i, respectively. Set γ = β ◦ ψ−1 and γ′ = β′ ◦ ψ−1; then we
find that

0 = f(a + ec) = f (a + eγ (ψ(x))) = f(a) + eJf (a)(γ(x)).

There’s also a similar identity involving c′ giving us the equality

eJf (a)(γ(x)) = eJf (a)(γ′(x)).

Since Jf (a) is injective, e is a non-zero divisor, and we find that γ = γ′,
and so c = c′, which is what we wanted to show.

�

comp-implicit-function-thm Corollary 5.4.5 (Implicit Function Theorem). Let (R, I) be a complete ring,
f an s-tuple of elements in R[x1, . . . , xr, y1, . . . , ys], and Mf the s× s-matrix whose
(i, j)th entry is ∂fi

∂yj
. Suppose a ∈ Rr and b ∈ Rs are such that f(a,b) = 0, and

suppose that e = detMf (a,b) is a unit. Then, we can find an s-tuple g of elements
in R[[x1, . . . , xr]] such that g(a) = b and f(x,g(x)) = 0.
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Proof. By replacing xi with xi − ai, we can assume that a = 0. Now, set
A = R[[x1, . . . , xr]], and view f as an s-tuple in A[y1, . . . , ys]. We find that det Jf =
e is a unit, and so by hypothesis b is an approximate solution for f (where I =
(x1, . . . , xn)). By the Theorem, there now exists a solution g ∈ As for f such that
g ≡ b (mod (x1, . . . , xn)), which is equivalent to saying that g(0) = b. �

For convenience, we present the one-dimensional version of these results sepa-
rately.

comp-hensel-two-one-dim Corollary 5.4.6. Let (R, I) be a complete ring.
(1) Let f ∈ R[x] be a polynomial, and let a ∈ R be such that

f(a) ≡ 0 (mod f ′(a)2I).

Then, there exists b ∈ R such that f(b) = 0 and a − b ∈ f ′(a)I. If f ′(a)
is a non-zero divisor, then there is a unique such b ∈ R.

(2) Let g ∈ R[x, y] be a polynomial, and let a, b ∈ R be such that g(a, b) = 0,
and such that ∂g

∂y (a, b) is a unit. Then, there is a power series h ∈ R[[x]]
such that h(a) = b, and f(x, h(x)) = 0.

We isolate a very special, but useful case of the one-dimensional version.

comp-hensel-one-simple-root Corollary 5.4.7. Let (R, I) be a complete ring, let F ∈ R[t] be a polynomial,
and suppose a ∈ R is such that F (a) ≡ 0 (mod I), and such that F ′(a) is a unit in
R. Then, there exists a unique b ∈ R such that F (b) = 0 and a ≡ b (mod I).

Proof. Follows immediately from the Corollary above. �

Example 5.4.8. As an application of Hensel’s lemma, we will now present a
criterion for deciding whether a unit in Ẑp is an nth power. So let u ∈ Ẑp be a unit;
then to say that u is an nth power is equivalent to saying that there is a solution to
f(x) = xn−u. Let vp be the p-adic valuation, and let r = vp(n). Suppose w ∈ Ẑp is
such that f(w) ≡ 0 (mod p2r+1). Observe that p - w, for, if this were not the case,
then p | u, which contradicts the assertion that u is a unit. Hence f ′(w) = prb,
where p - b, and so we find that w is an approximate solution for f . The Corollary
above tells us that there is in fact a solution for f , and thus an nth root for u in
Ẑp. So u has an nth root in Ẑp if and only if it has a root modulo p2vp(n)+1.

For example, if we take n = 2, then u has a square root in Ẑp if and only if n
has a square root module p2vp(2)+1. If p 6= 2, then we see that u has a square root
in Ẑp if and only if

(
u
p

)
= 1. If p = 2, then u has a square root if and only if it

has a square root modulo 8. But the only odd square module 8 is 1, and so u has
a square root if and only if u ≡ 1 (mod 8).

The same argument of course applies verbatim to any local field with finite
residue field.

4.2. Hensel’s Lemma: The Classical Version. What follows is a more
classical version of Hensel’s Lemma.

comp-hensel-one Theorem 5.4.9 (Classical Hensel’s Lemma). Let R be a ring complete with re-
spect to an ideal I, and let F ∈ R[t] be a polynomial. Suppose we have polynomials
g1, g2 ∈ R[t], and suppose Res(g1, g2) /∈ Is+1. If we have

F ≡ g1g2 (mod I2s+1),
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and suppose the leading coefficient of F is the product of the leading coefficients
of g1 and g2; then we can find polynomials G1, G2 ∈ R[t] satisfying the following
conditions:

(1) Gi ≡ gi (mod Is+1), for i = 1, 2.
(2) degGi = deg gi, for i = 1, 2.
(3) The leading coefficient of Gi is the same as the leading coefficient of gi,

for i = 1, 2.
(4) F = G1G2.

If, moreover, Res(g1, g2) is a non-zero divisor, then the Gi satisfying these condi-
tions are in fact uniquely determined.

Proof. We’ll call a pair (H1,H2) of polynomials a solution to our problem if
it satisfies the conditions listed above.

Suppose g1(t) =
∑r
i=0 ait

i, with ar 6= 0, g2(t) =
∑s
j=0 bjt

j , with bs 6= 0,
and F (t) =

∑n
k=0 ckt

k, so that r + s = n = degF . Now consider the n-tuple of
polynomials f ∈ R[x0, . . . , xr−1, y0, . . . , ys−1] given by

ft(x,y) =
∑
i+j=t

xiyj − aryt−r − bsxt−sct, for 0 ≤ t ≤ n− 1.

Here, we follow the convention that yt = xt = 0, for t < 0. It’s easy to check that

e = Jf (a,b) = Res(g1, g2)

The following congruence is then just a consequence of our hypotheses:

f(a,b) ≡ g1g2 (mod e2I).

Observe that by our construction the pair of polynomials (
∑r
i=0 a

′
iti,
∑s
j=0 b

′
jt
j),

where a′r = ar and b′s = bs, is a solution to our problem if and only if the r+s-tuple
(a′,b′) = (a′0, . . . , a

′
r−1, b

′
0, . . . , b

′
s−1) is such that

f(a′,b′) = 0;

(a′,b′) ∼= (a,b) (mod Is+1).

Now, by our jazzed up Hensel’s lemma (5.4.4), we immediately obtain existence
of a solution, and also its uniqueness, when e is a non-zero divisor. �

Remark 5.4.10. In most cases we encounter, one of the gi will be a monic
polynomial, and the Theorem then assures us that Gi will also be monic in that
case.

5. Lifting of Idempotents: Henselian Rings

comp-lifting-idempotents Theorem 5.5.1 (Lifting of Idempotents). Let (R, I) be a complete Noetherian
ring, and suppose A is a finite, central R-algebra (not necessarily commutative);
then any finite set of orthogonal idempotents of A/IA can be lifted to a set of
orthogonal idempotents of A. If A is commutative, then this lifting is unique.

Proof. Suppose first that e ∈ R is such that e ∈ R/I is idempotent. Consider
the polynomial f(x) = x2 − x; we claim that f ′(e) = 2e − 1 is a unit. Indeed, we
find that f ′(e)2 ≡ 1 (mod I), and is hence a unit by (5.2.5). Hence, by (5.4.7),
there exists a unique idempotent ẽ ∈ R that maps to e in R/I.

Now let {e1, . . . , en} be a set of orthogonal idempotents in A/IA. First suppose
that A is commutative; then, by part (2) of (5.3.3), A is itself complete with respect
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to the ideal IA. Hence we can assume that A = R; in this case, as we showed in the
first paragraph, for each i, there is a unique idempotent ẽi ∈ R such that ẽi = ei.
We will show that the set {ẽ1, . . . , ẽn} is orthogonal. Indeed ẽiẽj ∈ I, for all pairs
(i, j), with i 6= j. By idempotence, it follows that ẽiẽj ∈

⋂
n≥0 I

n, for these pairs
(i, j). Since R is complete, it’s in particular separated, and so we see that ẽiẽj = 0.

It’s time to discard the commutativity hypothesis. We will lift ei to A by
induction on n. If n = 1, then we can replace A by the commutative R-subalgebra
generated by e1, and so we’ll be done by our proof of the commutative case. If
n > 1, by induction, we can lift ei to idempotents ẽi ∈ A, for 1 ≤ i ≤ n − 1,
orthogonal to each other. Let f = 1 −

∑n−1
i=1 ẽi, and set e = fenf . We find that

eei = eie = 0, for 1 ≤ i ≤ n−. Moreover

e = fenf = enf = en.

So we can restrict our attention to theR-subalgebraA′ ofA generated by ẽ1, . . . , ẽn−1, e.
This is a commutative ring, and so we’re again done by our proof of the commuta-
tive case. �

Example 5.5.2. The uniqueness does in fact fail in the non-commutative case.
Consider the ring A of 2× 2 matrices over k[[t]], and the matrices(

1 0
tr(t) 0

)
where r(t) is any power series over k. Each of these matrices is idempotent and

reduces modulo t to the matrix
(

1 0
0 0

)
.

The following Corollary gives a structure theorem for finite algebras over a
complete local ring.

comp-noetherian-lifting-idempotents Corollary 5.5.3. Let (R,m) be a complete Noetherian local ring, and let A
be a commutative R-algebra finite over R. Then A has only finitely many maximal
ideals {m1, . . . ,mn}. Moreover, Ami is also a complete Noetherian local ring, for
all i, and A =

∏n
i=1Ami

.

Proof. Observe that A/mA is a finitely generated R/m-module and is thus
Artinian. So there is a complete set of orthogonal idempotents {e1, . . . , en} ⊂
A/mA. By the Theorem above, these can be lifted to a complete set of orthogonal
idempotents {e1, . . . , en} ⊂ A. Let Ai = Aei; then we see that A =

∏n
i=1Ai, where

Ai/mAi is a local Artinian ring, for all i. Moreover, since Ai is a direct summand
of A as an R-module, it’s also finite over R.

Let n ⊂ Ai be a maximal ideal; then n∩R is again a maximal ideal, by (4.4.5).
Hence every maximal ideal of Ai contains mAi. Since Ai/mAi is a local ring, we
see therefore that Ai is also a local ring. Let ni ⊂ Ai be the maximal ideal and
let mi ⊂ A be the maximal ideal that’s the pre-image of ni under the projection
A → Ai. Then it’s clear that Ai ∼= Ami

. Now, any maximal ideal in A contains
mA by the argument at the beginning of this paragraph, and thus corresponds to a
maximal ideal of A/mA. But the maximal ideals of A/mA are precisely the images
of the mi in A/mA. �

This Corollary inspires the following definition.
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Definition 5.5.4. A local Noetherian ring (R,m) is Henselian if every com-
mutative finite R-algebra can be decomposed into a finite direct product of local
R-algebras.

Remark 5.5.5. The Corollary above shows that all complete Noetherian local
rings are Henselian.

The next Theorem shows that the Henselian property is equivalent to a some-
what weak Hensel’s Lemma type result. It is in fact true that it is equivalent to the
strong form of Hensel’s Lemma (5.4.4), but we will not prove this till Chapter 16.

comp-henselian-characterization Theorem 5.5.6. Let (R,m) be a local Noetherian ring, and set k = R/m. Then
the following are equivalent:

(1) R is Henselian.
(2) Every free R-algebra of finite rank can be decomposed into a finite product

of local R-algebras.
(3) For every monic polynomial p(t) ∈ R[t], R[t]/(p(t)) can be decomposed

into a finite product of local R-algebras.
(4) For every monic polynomial F (t) ∈ R[t], and every pair of monic polyno-

mials g1(t), g2(t) ∈ R[t] satisfying the following conditions:
(a) F (t) ≡ g1(t)g2(t) (mod m).
(b) Res(g1(t), g2(t)) /∈ m,
we can find monic polynomials G1(t), G2(t) ∈ R[t] such that F (t) =
G1(t)G2(t) and such that Gi(t) ≡ gi(t) (mod m), for i = 1, 2.

Proof. (1)⇒ (2) is trivial, and (2)⇒ (3) follows from (4.1.3).
For (3) ⇒ (4), consider the R-algebra R[t]/(F (t)): this is a free R-algebra of

finite rank (4.1.3), and so can be decomposed into a product of local R-algebras, by
hypothesis. Given g1, g2 satisfying the given conditions, we find that F = g1g2 ∈
k[t], and that

k[t]/(F (t)) ∼= k[t]/(g1(t))× k[t]/(g2(t)).

Since R[t]/(F (t)) is decomposed into a product of local R-algebras, we see that
R[t]/(F (t)) = S1 × S2, where Si/mSi ∼= k[t]/(gi(t)), for i = 1, 2. Now, since Si is
projective over R, it is in fact free over R (7.1.3), and its rank is deg gi. But then,
by (4.1.3), Si = R[t]/(Gi(t)), for some monic polynomial Gi(t) ∈ R[t]. It’s clear
now that the Gi satisfy our requirements. �

6. More on Actions by Finite Groups

Let S be a ring, let G be a finite group acting on S via ring automorphisms
and let R = SG be the ring of invariants of this action. By (4.5.6), we can localize
S and R at any prime ideal of R and still preserve the same hypotheses. In other
words, we can assume that R is a local ring with maximal ideal m. By the same
argument, we can also replace S and R with their completions along m. By (5.5.3)
and (4.5.2), S decomposes into a direct product of its localizations at the primes
lying over m. Now, suppose S =

∏r
i=1 Si, where Si = Sni

, for some maximal ideal
ni ⊂ S, and let Di ≤ G be the decomposition group of ni. This sub-group acts
on Si, and the ring of invariants of this action contains R. It is moreover a local
R-algebra, whose residue field is the same as that of R (4.5.7), and therefore must
be equal to R. We summarize this in the following
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comp-finite-group-actions Proposition 5.6.1. Let S be a ring, let G be a finite group acting on S via
ring automorphisms and let R = SG be the ring of invariants of this action. Let
p ⊂ R be a prime, and let Ŝ and R̂ be the completions of S and R along p. Let
q1, . . . , qd be the primes of S lying over p; then we have

Ŝ =
d∏
i=1

Si,

where Si = Ŝqi
. Moreover, if Di ≤ G is the decomposition group of qi, then

SDi
i = R̂.



CHAPTER 6

Dimension Theory I: The Main Theorem

chap:dt
1. Krull Dimension and the Hauptidealsatz

dt-secn:krull-theorem
The cleanest definition of dimension, valid for all rings, is the following.

Definition 6.1.1. The Krull dimension dimR of a ring R is the maximal
length of a chain of primes

P0  P1  . . .  Pr

in R.

Obviously, it need not be finite.

Definition 6.1.2. The Krull dimension dimM of a finitely generated R-
module M is the Krull dimension of the quotient ring R/ ann(M).

Remark 6.1.3. There’s a lot of information in this definition. Recall that a
prime P ⊂ R contains ann(M) if and only if P ∈ SuppM if and only if MP 6= 0.
So the Krull dimension of M is the longest chain of primes such that M localized
at each prime is non-zero.

The dimension 0 case is easy to take care of.

dt-dimension-zero Proposition 6.1.4. A finitely generated R-module M is Artinian if and only
if dimM = 0.

Proof. Observe that M is Artinian if and only if R/ ann(M) is an Artinian
ring. So it suffices to show that a ring R is Artinian if and only if it has dimension
0. But observe that a Noetherian ring R is Artinian if and only if all its prime
ideals are maximal. This is exactly equivalent to the fact that dimR = 0. �

The first and the prettiest finiteness result about Krull dimension is the Haup-
tidealsatz. Geometrically, it says that, by introducing an extra equation, you can
cut down the dimension of the solution space by at most one.

dt-hauptidealsatz Theorem 6.1.5 (Krull’s Hauptidealsatz). If R is a Noetherian ring, and p ⊂
R is a prime minimal over a principal ideal (a), then dimRp ≤ 1.

Proof. We can assume right away that R is local with maximal ideal p. We
want to show that dimR ≤ 1. By quotienting out by a minimal prime, we can also
assume R is a domain. We wish to show that there are no primes between 0 and p.
So assume to the contrary that we have a chain of primes 0  q  p. Now, R/(a)
is a local Artinian ring, and so the descending chain:

(a) + q ⊃ (a) + q(2) ⊃ . . . ⊃ (a) + q(n) ⊃ . . .
stabilizes, where q(n) = (qnq )c, is the symbolic nth power of q. So there is n such
that q(n) ⊂ (a) + q(n+1). Observe now that q(n) is q-primary: so if ar ∈ q(n) for

87
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some r ∈ R, then in fact r ∈ q(n) (since a /∈ q). Hence q(n) = aq(n) + q(n+1).
But a ∈ p, and so by Nakayama, q(n) = q(n+1). This means that in Rq, we have
qnq = qn+1

q ; so another application of Nakayama tells us that qnq = 0. But Rq is
a domain! Hence qq = 0, which implies that q = 0, contradicting our assumption
that it wasn’t. �

Definition 6.1.6. We define the height ht p of a prime p ⊂ R to be dimRp.

Remark 6.1.7. Krull’s theorem says that for any prime p minimal over a
principal ideal, we have ht p ≤ 1.

This theorem has a number of corollaries.

dt-nzd-ht-by-one Corollary 6.1.8. If, in the theorem above, a is not in any minimal prime, in
particular, if a is a non zero divisor, then ht p = 1.

Proof. From the hypothesis, it’s evident that p is not minimal. Hence ht p >
0, and the theorem gives us the result. �

dt-min-primes-height Corollary 6.1.9. If R is a Noetherian ring, and p ⊂ R is a prime minimal
over an ideal (x1, . . . , xr) generated by r elements, then ht p ≤ r.

Proof. We prove this by induction on r. The case r = 1 is Krull’s theorem
above. By localizing, we can assume R is a local ring with maximal ideal p. Let
q  p be a prime such that there are no primes between q and p. Now, q cannot
contain all the xi; so we can assume without loss of generality, that x1 /∈ q. In this
case, p is minimal over (x1) + q, and hence, by applying Krull’s theorem to R/q,
we see that ht p ≤ ht q + 1.

Since (x1) + q is p-primary, we see that there is n ∈ N such that xni ∈ (x1) + q,
for all i. For 2 ≤ i ≤ n, let yi ∈ q be such that xni − yi ∈ (x1). Then, if
I = (y2, . . . , yr−1), we see that in R/I, p/I is minimal over (x1), and so, by Krull’s
theorem, ht p/I ≤ 1. But then ht q/I = 0, which implies that q is minimal over I,
and so, by inductive hypothesis, ht q ≤ r − 1, giving us ht p ≤ r. �

dt-krull-thm-converse Corollary 6.1.10. If ht p = r, then we can find an ideal I generated by r
elements such that p is minimal over I.

Proof. We prove this by induction. When ht p = 0, there’s nothing to show.
So assuming ht p > 0, we can find a prime q ⊂ p with ht q = r − 1, and so there is
an ideal J generated by r−1 elements over which q is minimal. Now, let P1, . . . , Pt
be the primes in R minimal over J , and choose x ∈ p \

⋃
i Pi. Let I = J +(x); then

p is minimal over I, and so I is the ideal we were looking for. �

Using the notion of height, we can give now a useful property of normal do-
mains.

dt-normal-heightone-intersection Corollary 6.1.11. A normal, Noetherian domain R is the intersection of its
localizations RP taken over all primes P of height 1.

Proof. By (4.3.7), we have R = ∩PRP , where the intersection is taken over
all primes P associated to a principal ideal. By (4.3.19), we see that every such
prime has height 1. �
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2. The Main Theorem of Dimension Theory

We now specialize to the case of semilocal, Noetherian rings. So consider a
ring R with finitely many maximal ideals m1, . . . ,mr. We set m = ∩imi; this is the
Jacobson radical of R.

In this case, we’ll be able to prove that the dimension of a finitely generated
module is always finite. For this, we need a different measure of dimension, so to
speak, that we know is a priori finite. For, after all, the main problem with Krull
dimension is that it’s not clear at all if it is ever finite.

Definition 6.2.1. A system of parameters for an R-module M is a subset
{x1, . . . , xn} of m such that q = (x1, . . . , xn) is an ideal of definition for M ; that is,
q is such that M/qM is Artinian.

Here’s another candidate for the dimension of a semilocal ring.

Definition 6.2.2. For an R-module M , we set δ(M) to be the minimal size of
a system of parameters for M .

Remark 6.2.3. The reason that this should be a good measure of dimension is
this: suppose we consider the scheme SpecR and we look at the closed subscheme
SpecR/q, for some ideal of definition: this is supported in a discrete closed subspace,
and so we can consider the generators x1, . . . , xn of q as giving us ’co-ordinates’ on
SpecR upto finite ambiguity.

For simplicity, suppose R is a k-algebra, where k is algebraically closed. Then,
what we’re saying is that given any n-tuple (a1, . . . , an) ∈ kn, there are only finitely
many points at which the global section x1 − a1, . . . , xn − an all vanish together.
We will see later that even this finite ambiguity disappears when we are dealing
with so-called regular local rings. In fact, in some sense, the lack of ambiguity
characterizes such local rings.

dt-del-m-del-ann Lemma 6.2.4. A set {x1, . . . , xn} is a system of parameters for M if and only if
it is a system of parameters for R/ ann(M). In particular, δ(M) = δ(R/ ann(M)).

Proof. We showed in (2.3.15) that q is an ideal of definition for M if and
only if V (q) ∩ SuppM was a finite set consisting entirely of maximal ideals. Since
SuppM = Supp(R/ ann(M)), we are done. �

We will now use the Hilbert and Samuel functions to define another version of
dimension. This is the most easily computable version, albeit somewhat unintu-
itive. We maintain our hypothesis that R is a semilocal ring with maximal ideals
m1, . . . ,mr and Jacobson radical m.

Recall from (2.3.18), the definition of the Samuel polynomial χq
M associated to

a module M over the filtered ring (R, q), where q is some ideal of definition for M .
We showed in (2.3.24) that the degree of this polynomial depends only on the set
SuppM ∩V (q). If now, R is semilocal and q is generated by a system of parameters
for R, then V (q) = {m1, . . . ,mr} is just the collection of maximal ideals of R. So
V (q) and hence SuppM ∩V (q) is independent of choice of q. This lets us formulate
the following definition.

Definition 6.2.5. The Poincaré dimension d(M) of an R-module M is the
degree of the Samuel polynomial χq

M , where q ⊂ m is any ideal of definition for
R contained in m; or, equivalently, where q is an ideal generated by a system of
parameters for R.
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dt-hfm-polynomial-ring Example 6.2.6. To make this definition a little more palatable, we will com-
pute this number in a very special and simple case. Consider the polynomial ring
R = k[x1, . . . , xn] and its localization Rm at the maximal ideal m = (x1, . . . , xn).
Then, it’s easy to see that grm(Rm) ∼= R. Hence we can compute the Hilbert polyno-
mial associated to the filtered ring (Rm,m) quite easily. Indeed, Hm

Rm
(r) = dimk Rr,

but Rr is just the space of all homogeneous polynomials of degree r, and this is
spanned by all the monomials in the xi of degree r. So dimk Rr =

(
n+r−1
n−1

)
; and we

see that Hm
Rm

= Qn−1, in the notation of Section 3. Hence degHm
Rm

= n − 1, and
so degχm

Rm
= n, which shows that d(Rm) = n.

Of course, the choice of the maximal ideal m here was arbitrary. We could have
chosen any other maximal ideal and obtained the same result (though things would
be a little hairier in the case where k is not algebraically closed). In fact, using the
main theorem of dimension theory, which we will prove very soon, this ‘shows’ that
dim k[x1, . . . , xn] = n. We will find a different (and more rigorous!) proof of this
fact in a later section (6.6.3).

The following lemma is crucial.

Lemma 6.2.7. If we have an exact sequence of finitely generated R-modules

0→M ′ →M →M ′′ → 0,

then the polynomials associated to the functions χq
M −χ

q
M ′′ and χq

M ′ have the same
degree and leading coefficient. In particular, we have

d(M) = max{d(M ′), d(M ′′)}.

Proof. See (2.3.22). �

Now, we can present the most fundamental result of dimension theory.

dt-main-thm-dim-theory Theorem 6.2.8 (Main Theorem of Dimension Theory). Any finitely generated
module M over a semilocal, Noetherian ring R has finite Krull dimension. More-
over, we have

δ(M) = dimM = d(M).

Proof. We will show

d(M) ≥ dimM ≥ δ(M) ≥ d(M)

Since we know that d(M) and δ(M) are finite, but are not sure about dimM , we
will prove the first inequality by induction on d(M). If d(M) = 0, then dimM/mnM
is a constant for large enough n. This implies that mnM = mn+1M , and by
Nakayama, we have mnM = 0, for large enough n. Hence M is of finite length, and
so dimM = 0. Now, assume d(M) > 0, and pick x /∈ Z(M). Then, by Corollary
(6.2.12), we see that dimM ′ = dimM − 1, where M ′ = M/xM . But we also have
the exact sequence:

0→M
x−→M →M ′ → 0.

This tells us, via the lemma above, that d(M ′) ≤ d(M)− 1. By the induction
hypothesis, we then have

d(M) ≥ d(M ′) + 1 ≥ dimM ′ + 1 = dimM.

Now, we turn to the second inequality: by (6.2.4), we see that

δ(M) = δ(R/ ann(M)).
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Since, by definition, dimM = dim(R/ ann(M)), it suffices to prove the inequality
for the case where M is itself the semilocal ring R. We do this by induction on
dimR. If dimR = 0, then (0) is an ideal of definition, and so δ(R) = 0. Suppose
dimR > 0, and p1, . . . , ps be the minimal primes of R such that dimR/pi = dimR.
Then none of the pi is maximal; therefore m * pi, for all 1 ≤ i ≤ n. So there exists,
by prime avoidance, x ∈ m \

⋃
i pi. Let R′ = R/(x); then we have

dimR′ = dimR− 1.

Now, by the induction hypothesis, we have

δ(R′) ≤ dimR′ = dimR− 1.

So, to finish up, it suffices to show that δ(R′) ≥ δ(R)− 1. Indeed, if {x1, . . . , xr} is
a set of elements of R such whose images form a system of parameters in R′, then
{x, x1, . . . , xr} is a system of parameters in R.

Now, for the last and easiest inequality: We have an ideal of definition q ⊂ m
generated by a system of parameters for M of size exactly δ(M). Any system of
parameters for R generating an ideal of definition for M must, by the definition
of δ(M), have at least δ(M) elements. From (2.3.9), we then see that d(M) ≤
δ(M). �

Remark 6.2.9. From now on, for any finitely generated module M over a
semilocal ring R, we will refer to any of the following quantities as the dimension
of M and denote them all by dimM :

Krull dimension: The maximal length of a chain of primes in R/ ann(M).
Chevalley dimension: The minimal size of a system of parameters for M .
Poincaré dimension: The degree of the Samuel polynomial χq

M , where q
is any ideal of definition for R.

The Main Theorem assures us that they are all indeed the same thing.

Remark 6.2.10. One can actually deduce the Hauptidealsatz as a Corollary of
the main theorem: simply localize at the prime minimal over a non-zero divisor, and
observe that the non-zero divisor is now a system of parameters in the localization.

However, the Hauptidealsatz is a fundamental result, and it seems to me an
independent proof is well worth it, especially when it’s as elegant as Krull’s.

dt-dim-decreasing Corollary 6.2.11. If x1, . . . , xn ∈ R then we have

dimM/(x1, . . . , xn)M ≥ dimM − n

Proof. It’s easy to check inductively that

δ(M/(x1, . . . , xn)) ≥ δ(M)− n.
Now, we get our result from the Proposition. �

dt-nzd-dim-dec-by-one Corollary 6.2.12. If x /∈ Z(M), then dimM/xM = dimM − 1.

Proof. From the last Corollary, it follows that we only have to show dimM/xM <
dimM . Since x /∈ Z(M), it follows that x /∈ Z(R/ ann(M)), and so x is not in any
minimal prime over ann(M). We showed in (2.3.15) that

V (ann(M/xM)) = V ((x) + ann(M)).

Hence, the primes minimal over ann(M/xM) are precisely the primes minimal over
(x) + ann(M). Since x is not in any minimal prime over ann(M), this implies that
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every minimal prime over ann(M/xM) has height at least 1 in R/ ann(M). This
shows that

dim(M/xM) = dim(R/ ann(M/xM)) < dim(R/ ann(M)) = dimM.

�

Remark 6.2.13 (Warning). This is only true when R is a semilocal ring. For a
counterexample, consider the ring R = k[u, v, w]/(uv, uw), and let x = u− 1. Then

R/(u− 1) = k[u, v, w]/((u− 1) + (uw, vw)) = k[u, v, w]/(u− 1, v, w) = k.

So we see that dimR = 2 (the prime (u, v) has height 2), while dimR/(u− 1) = 0.
The geometric picture here should be clear.

The next Corollary finishes what we started in (2.3.24), and shows that the
degree of the Samuel polynomial is indeed a very coarse invariant.

dt-ideal-of-defn-supp-dependence Corollary 6.2.14. Let R be any Noetherian ring (not necessarily semilocal),
let M be a finitely generated R-module, and let q ⊂ R be an ideal of definition for
M . Then the degree of the Samuel polynomial χq

M depends only on the finite set
SuppM ∩ V (q).

Proof. We showed in (2.3.24) that the degree depended on both the set
SuppM ∩ V (q), and the module M . We remove the dependence on the module
now.

First, we will show that

(1) degχq
M = degχq

R/ ann(M).

From (2.3.23) (and using the notation therein), we see that

degχq
M = max

1≤i≤r
{degχqi

Mi
}.

So, to prove our statement, by replacing R by (R/ ann(M))mi
, we can assume that

(R,m) is a local ring, that q ⊂ m is a primary ideal and that M is a faithful
R-module. In this case, observe that we have

degχq
M = dimM = dimR = degχq

R.

Now, suppose SuppM ∩ V (q) = SuppM ′ ∩ V (q), for some other finitely gener-
ated R-module M ′. In this case, we see that

V (ann(M) + q) = V (ann(M/qnM)) = V (ann(M ′/qnM ′)) = V (ann(M ′) + q)

and so

rad(ann(M) + q) = rad(ann(M ′) + q).

This, by an argument similar to the one in (2.3.24), will show that

degχq
R/ ann(M) ≥ degχq

R/ ann(M ′),

and the other inequality will follow by symmetry. This, coupled with equation (1)
above, gives us what we wanted. �
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3. Regular Local Rings

Let (R,m) be a Noetherian local ring. Then, by (6.2.8), dimR is the smallest
number of elements generating an m-primary ideal.

Definition 6.3.1. Let (R,m) be a Noetherian local ring; then the number
ε(R) = dimR/m(m/m2)− dimR is called the embedded dimension of R.

A Noetherian local ring (R,m) is regular if m can be generated by dimR many
elements; that is, if it has embedded dimension 0.

dt-regular-local-domain Proposition 6.3.2. Every regular local ring is an integral domain.

Proof. Let R be a regular local ring. We’ll prove the statement by induction
on dimR. If dimR = 0, then m = 0, and so R is a field.

Now, suppose dimR > 1, and let P1, . . . , Ps be the minimal primes of R. Then,
we can find

x ∈ m \ ((
⋃
i

Pi) ∪m2).

Consider R′ = R/(x): we claim that R/(x) is regular of dimension dimR−1. That
it has dimension dimR − 1 is clear by the Hauptidealsatz, and it’s regular follows
from the fact that if n ⊂ R/(x) is the maximal ideal, then we have:

n/n2 ∼= m/m2 + (x)

as R/m = R/n-vector spaces. If x /∈ m2, then m2 + (x) 6= m2, and so n/n2 has
dimension at most dimR− 1; but it always has dimension at least that.

So, by induction, R/(x) is an integral domain. This means that (x) ⊂ R is
prime. Since x is not in any minimal prime, we see by (6.1.5) that ht(x) = 1. So
there is some minimal prime P ⊂ (x). Suppose xa ∈ P ; since x /∈ P , we see that
a ∈ P . But then P = xP , which, by Nakayama’s lemma, implies that P = 0. This
shows that R is also a domain. �

Remark 6.3.3. We’ll show later in Chapter 12 that regular local rings are in
fact UFDs. We’ll also give a much more powerful homological characterization of
regular local rings than the one we have in the following Theorem.

dt-regular-local-characterization Theorem 6.3.4. The following are equivalent for a Noetherian local ring (R,m):
(1) R is regular.
(2) m can be generated by a minimal system of parameters.
(3) The R/m-vector space m/m2 has dimension n.
(4) The natural map (R/m)[t1, . . . , tn] −→ grm(R) is an isomorphism.
(5) R̂ is regular.

Proof. We only prove (1)⇔ (4)⇔. By (2.3.25), we see that (4) holds if and
only if ∆nχm

R = l(R/m) = 1. Assume (1) is true; then, by (6.2.8), we see that
degχm

R = d(R) = n. From this, it’s clear that ∆nχm
R ≥ 1, since it’s integer valued

and positive (recall that it’s the leading coefficient of χm
R). The other inequality

follows from (2.3.25). So we see that (1)⇒ (4).
Now, assume (4) holds; then, in particular, dim m/m2 = n, the number of

monomials of degree 1. That is, (4)⇒ (3).
For (5) ⇔ (4), observe that we have a natural isomorphism grm(R) ∼= grm̂(R̂)

of graded R/m-algebras. �
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4. Dimension Theory of Graded Modules

The next Theorem contains most of what can be said at this point about the
dimension theory of graded modules.

dt-dimension-graded-modules Theorem 6.4.1. Let M be a finitely generated graded module over a graded
Noetherian ring R, and let p ⊂ R be a prime in SuppM .

(1) If p is homogeneous, then we can find a chain of homogeneous primes in
SuppM descending from p of length d, where d = ht p.

(2) If p is not homogeneous, then dimMp = dimMp∗ + 1.

Proof. First we prove a preliminary fact: for every non-homogeneous prime
p ⊂ R, ht p/p∗ = 1. Indeed, by quotienting out by p∗ and taking the graded local-
ization of R at p, we can assume that R is a graded ring where every homogeneous
element is invertible. Therefore, by (1.2.5), we find that R = k or R = k[t, t−1], for
some field k. Since p ⊂ R is a non-zero ideal, we must have R = k[t, t−1], and so
dimR = 1, which gives us our claim.

Now, since dimM = dimR/ ann(M) and dimMp = ht p/ ann(M), for any
prime p ∈ SuppM , we can restrict our attention to the case M = R.

We will show that, for any prime p ⊂ R, with ht p = d, there is a chain of
length d

p0  p1  . . .  pd−1  pd = p,

with pi homogeneous for 0 ≤ i ≤ d− 1. This will prove both (1) and (2).
We’ll do this by induction on d. If d = 1, then we can take p0 = p∗. Suppose

d > 1; then, by induction, we can find a chain

p0  p1  . . .  pd−2  pd−1  pd = p,

where pi is homogeneous for 0 ≤ i ≤ d − 2. If p is non-homogeneous, then we
can replace pd−1 by p∗. So we can assume that p is homogeneous. In this case,
by quotienting out by pd−2, we can assume that R is a domain and show that, if
ht p > 1, then there exists another non-zero homogeneous prime q  p. For this,
choose any non-zero homogeneous element a ∈ p, and consider any prime q ⊂ p
that’s minimal over a. Then, by the Hauptidealsatz, ht q ≤ 1; moreover, by (1.4.2),
q is homogeneous. �

dt-positively-graded Corollary 6.4.2. If R is a positively graded Noetherian ring and M is a
finitely generated graded R-module, then

dimM = sup{dimMp : p ∈ SuppM, p homogeneous}.
In particular, if (R,m) is a positively graded ∗local ring, then dimR = dimRm.

Proof. As in the proof of the Theorem, we can assume that M = R. Let
m ⊂ R be a maximal homogeneous prime. Since R is positively graded, R/m = k
(1.2.5). Hence m is in fact a maximal ideal of R. Now, let p ⊂ R be a maximal
ideal such that dimR = ht p. If p is homogeneous, then we’re done; otherwise, we
find from part (2) of the Theorem that ht p∗ = ht p− 1. Since p∗ is not a maximal
ideal, there is a homogeneous prime m that strictly contains it. Then we see that
htm ≥ ht p∗ + 1 = dimR. �

dt-graded-k-algebra-hilbert-polynomial Corollary 6.4.3. Let R be a positively graded ring finitely generated over
R0 = k by R1, with k a field. Then dimR = 1 + degH(R,n), where H(R,n) is the
Hilbert polynomial of R.
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Proof. Let m = R+ be the irrelevant ideal of R; then, by the Corollary above,
dimR = dimRm. We claim that grm(R) ∼= R; indeed, mn = ⊕m≥nRm, and so
mn/mn+1 ∼= Rn. Now, since grm(R) ∼= grm(Rm), we find that Hm

Rm
(n) = H(R,n).

The result now follows from (6.2.8). �

Definition 6.4.4. Let (R,m) be a local ring. If q = (x1, . . . , xn), and B(q, R)
is the blow-up algebra associated to the q-adic filtration on R, then x1, . . . , xn are
analytically independent if the kernel of the surjection

ψq : R[T1, . . . , Tn]→ B(q, R)
Ti → xit

is contained in m[T1, . . . , Tn].

dt-anal-ind-equiv Proposition 6.4.5. Let (R,m) be a local ring, and let x1, . . . , xn be elements
in m. Set q = (x1, . . . , xn); then the following are equivalent:

(1) x1, . . . , xn are analytically independent.
(2) The induced surjection

(R/m) [T1, . . . , Tn]→ B(q, R)/mB(q, R)

is an isomorphism.
(3) dim B(q, R)/mB(q, R) = dim grq(R)/m grq(R) = n.
(4) degH

(
B(q, R)/mB(q, R), d

)
= degH

(
grq(R)/m grq(R), d

)
= n− 1

Proof. We’ll show (1)⇔ (2)⇔ (3)⇔ (4).

(1)⇔ (2): We have the following exact sequence:

0→ kerψq
i−→ R[T1, . . . , Tn]

ψq−−→ B(q, R)→ 0.

Tensor this with R/m = k to get an exact sequence

kerψq ⊗R k
i⊗k−−→ (R/m) [T1, . . . , Tn]→ B(q, R)/mB(q, R)→ 0.

Now, im(i ⊗ k) = 0 if and only if im i ⊂ m[T1, . . . , Td]. From this the
equivalence follows.

(2)⇔ (3): Clear. Use the isomorphism

grq(R)/m grq(R) ∼= B(q, R)/mB(q, R).

(3)⇔ (4): Follows from (6.4.3).

�

dt-sop-analytically-independent Corollary 6.4.6. Every system of parameters of minimal length of a local
ring (R,m) is analytically independent.

Proof. Let x1, . . . , xn ∈ R be a minimal system of parameters, so that dimR =
n, let q = (x1, . . . , xn), and let ϕ(d) be the polynomial H

(
grq(R)/m grq(R), d

)
. We

will show that degϕ = n− 1. Consider the R/m-module qd/mqd: we find that, for
d large enough, ϕ(d) = l(qd/mqd) is the size of a minimal set of generators for qd.
We claim that we have the following inequality, for d large enough:

Hq
R(d) = l(qd/qd+1) ≤ l(R/q) · ϕ(d).
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To prove the inequality, simply observe that we have a surjection Rϕ(d) → qd, which
induces a surjection (R/q)ϕ(d) → qd/qd+1. Given this and the trivial observation
that ϕ(d) ≤ Hq

R(d), we immediately deduce:

degϕ = degHq
R = n− 1.

�

5. Integral Extensions and the Going Up property
dt-secn:going-up
dt-defn-going-up Definition 6.5.1. We say that a map of rings f : R → S has the going up

property when the following condition holds:
Given primes q ⊂ S and p ⊂ R such that qc = p, and another prime p∗ ! p,

there is a prime q∗ ⊃ q such that (q∗)c = p∗. In other words, the map SpecS/q→
SpecR/p is surjective.

It has the lying over property if the map SpecS → SpecR/ ker f is surjective.

dt-defn-incomp Definition 6.5.2. We say that two primes p1, p2 ⊂ R are incomparable if they
are incomparable in the prime lattice of R.

A map of rings f : R → S has the incomparability property if, given a prime
p ⊂ R, and two distinct primes q1, q2 ⊂ S such that qci = p, for i = 1, 2, q1 and q2

are incomparable. In other words, all the primes in S ⊗ k(p) are maximal.

dt-dim-equality-going-up Proposition 6.5.3. If f : R→ S is a map of rings with the going up property
and the lying over property, then, for every ideal I ⊂ S, we have

dimS/I ≥ dimR/(I ∩R).

If, in addition, f has the incomparability property, then equality holds in the
expression above.

Proof. First, observe that if f : R → S has the going up property and the
lying over property, then so does the map induced map R/(I ∩R)→ S/I, for any
ideal I ⊂ S. Just note that if q ∈ V (I) is a prime with qc = p, then p ∈ V (I ∩R).

So it suffices to show that dimS ≥ dimR/ ker f . For this, just observe that
the lying over property, along with the going up property, lets us extend any chain
of primes in R/ ker f to a chain of primes in S contracting to the same chain of
primes in R/ kerφ.

If, in addition, f has the incomparability property, then any strict chain of
primes in S contracts to a strict chain of primes in R/ kerφ, thus giving us also the
reverse inequality. �

Observe that by (4), integral maps have all three properties. So we find

dt-dim-equality-integral Corollary 6.5.4. If f : R → S is an integral map of rings, then, for every
ideal I ⊂ S, we have

dimS/I = dimR/(I ∩R).

6. Dimensions of Fibers
dt-secn:fibers

We specialize further to the case of R a local, Noetherian ring, with maximal
ideal m. Suppose φ : (R,m)→ (S, n) is a local homomorphism of local Noetherian
rings. Then, the fiber over the maximal ideal m is the quotient ring S/mS. It
basically contains all the information about primes in S that contract to m.
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dt-fiber-inequality Proposition 6.6.1. If M is a finitely generated R-module, and N is a a finitely
generated S-module, then:

dimSM ⊗R N ≤ dimRM + dimS N/mN.

In particular,
dimS ≤ dimR+ dimS/mS.

Proof. Observe that for a prime P ⊂ S, (M ⊗R N)P 6= 0 if and only if
MP c 6= 0 and NP 6= 0. So ann(M)S + ann(N) ⊂ P , and we see that

dimS(M ⊗R N/ ann(M)N) = dimS′.

where S′ = S/(ann(M)S + ann(N)). Also, (N/mN)P 6= 0 if and only if NP 6= 0
and m ⊂ P . Hence

dimS(N/mN) = dimS/(mS + ann(N)) = dimS′/mS′.

So if we replace S with S′ and R with R/ ann(M), then we’re reduced to
showing the second assertion of the Proposition. Let q be an ideal of definition for
R, and let q∗ ⊃ mS be an ideal in S that descends to an ideal of definition for
S/mS. Then, there are n,m ∈ N such that mn ⊂ q and nm ⊂ q∗ + mS. But then
nn+m ⊂ q∗+ q, and so we see that q∗+ q is an ideal of definition for S. This shows
that

δ(S) ≤ δ(R) + δ(S/mS),
and finishes our proof. �

With this in hand, we will investigate the dimensions of polynomial rings over
Noetherian rings in the next series of results.

Lemma 6.6.2. If k is a field, then dim k[x] = 1.

Proof. Since k[x] is a PID, by Krull’s theorem, every prime in k[x] has height
at most 1. On the other hand, (x) is a prime of height at least 1. Hence the
result. �

dt-polynom-dim Proposition 6.6.3. Let R be a Noetherian ring; then

dimR[x1, . . . , xn] = dimR+ n,

where R[x1, . . . , xn] is the polynomial ring in n variables over R.

Proof. It suffices to show that dimR[x] = dimR + 1. For any ring R, if we
have a chain of primes

P0  P1  . . .  Pr

in R, then we get a longer chain of primes in R[x] of the form

P0[x]  P1[x]  . . .  Pr[x]  (x) + Pr[x]

So we see that dimR[x] ≥ dimR+ 1. We just need to prove the reverse inequality.
First assume that R is local with maximal ideal m, and let q ⊂ R[x] be any

maximal ideal contracting to m. Then, by (6.6.1), we have

dimR[x]q ≤ dimR+ dim(R[x]q/mR[x]q)

= dimR+ dim(R/m[x])q

= dimR+ dim k[x]
= dimR+ 1,
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where k is the residue field of R.
Now we discard the assumption of locality. If p ⊂ R is any maximal prime,

and q ⊂ R[x] is a prime contracting to p, then by the argument above, we see that

dimR[x]q ≤ dimRp + 1 ≤ dimR+ 1.

Since this is true for any such maximal ideal q, the reverse inequality holds,
and so we’re done. �

7. The Going Down property
dt-subsecn:flat

If a map between rings has the going down property, then we can be more
precise in our study of the dimensions of fibers. See (3.6.7) for the definition of the
going down property. We have already encountered examples of families of maps
that enjoy going down in (3.6.8) and (4.6.3).

Here’s a stronger version of (6.6.1) with this constraint in hand.

dt-going-down-fiber-equality Proposition 6.7.1. If f : (R,m) → (S, n) is a local homomorphism of local
Noetherian rings with the going down property, then

dimS = dimR+ dimS/mS.

Proof. It suffices to show that dimS ≥ dimR+ dimS/mS. Let

P0  . . .  Pr = m

be a maximal chain of primes in R. Then, the going down property implies that
we can find a chain

Q0  . . .  Qr

of primes in S with Qci = Pi and such that Qr is a minimal prime over mS with
dimS/Qr = dimS/mS. This gives us the inequality we need. �

dt-flat-fiber-equality Proposition 6.7.2. Suppose f : (R,m) → (S, n) is a local homomorphism of
local, Noetherian rings, and suppose M is a finitely generated module over R, and
N is a finitely generated S-module that’s flat over R. Then, we have:

dimSM ⊗R N = dimRM + dimS N/mN.

In particular, if f is a flat map, then

dimS = dimR+ dimS/mS.

Proof. Note that N is in fact faithfully flat, since, for any prime p ∈ SpecR,
we have pN ⊂ mN 6= N , by Nakayama’s lemma. By the same argument as in the
proof of (6.6.1), we end up having to show

dimS′ = dimR′ + dimS′/mS′,

where S′ = S/(ann(M)S + ann(N)) and R′ = R/ ann(M). Moreover, SpecS′ =
SuppN ′, where N ′ = N ⊗ R′. Now, N ′ is a flat R′-module, and it’s faithfully flat
by (3.6.3). Thus, by (3.6.8), going down holds, and we’re done, by Proposition
(6.7.1). �

Corollary 6.7.3. For any local ring R, and any finitely generated R-module
M , we have

dimRM = dimR̂ M̂.
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Proof. Follows from the Proposition, the fact that R̂ is flat over R with

dim R̂/mR̂ = dimR/mR = 0,

and the other fact that M̂ = M ⊗ R̂. �

Another class of maps that satisfies the Going Down property is the class of
integral extensions f : R ↪→ S, where both R and S are domains, and R is normal.
See (4.6.3).

dt-normal-fiber-equality Proposition 6.7.4. If f : (R,m) ↪→ (S, n) is an integral extension of local
rings with R,S domains, and R normal, then

dimS = dimR+ dimS/mS.

Proof. Follows immediately from the comment just above and (6.7.1). �





CHAPTER 7

Invertible Modules and Divisors

chap:im

1. Locally Free Modules

In this section, we’ll look at some characterizations of locally free R-modules
that are analogous to those of locally free sheaves over a locally ringed space (see
[RS, 5.1 ]). We’ll see that these modules are the same as projective modules when
they’re finitely presented.

Definition 7.1.1. A locally free module is an R-module M such that for every
prime P ⊂ R, MP

∼= RnP , for some n ∈ N (not necessarily the same n for all P !).

The next Proposition gives the first hint of the general philosophy of equivalence
between vector bundles and projective modules. See [AG, ?? ] for the algebro-
geometric situation.

im-proj-iff-locfree Proposition 7.1.2. A finitely presented R-module M is projective iff it is lo-
cally free.

We’ll actually present two proofs of this. The first proof is based on the fol-
lowing Lemma.

im-fingen-proj-locfree Lemma 7.1.3. Any finitely generated projective R-module M is locally free.

Proof. It clearly suffices to show that any finitely generated projective module
over a local ring is free. So assume R is local with maximal ideal m. Choose a
minimal generating set {mi : 1 ≤ i ≤ n} for M (namely, one that induces a basis for
M/mM), and consider the map φ : Rn →M that takes the standard ordered basis
{ei} of Rn to {mi}. Since this map induces an isomorphism (R/m)n → M/mM ,
we see that kerφ ⊂ mRn. But since M is projective, we have a splitting map
ψ : M → Rn such that

M = imψ ⊕ kerφ = imψ + mM,

which, by Nakayama, implies that kerφ = 0. Thus, φ is an isomorphism, and M is
free. �

Remark 7.1.4. It is a theorem of Kaplansky that any projective R-module is
locally free.

Proof of Proposition (7.1.2). Here are the two proofs:

Proof 1: We get one direction from the Lemma above. Suppose now that
M is a locally free R-module; then, by (3.1.12), all the localizations of the
functor HomR(M, ) are exact, and hence HomR(M, ) is itself exact,
telling us precisely that M is projective.

101
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Proof 2: Using (3.3.4), we find that a finitely presented R-module M is
flat if and only if it is projective. From (3.3.7), we find that a finitely
generated R-module M is flat if and only if it is locally free.

�

There’s actually a characterization of projectives, where we’ll only have to check
finitely many localizations. This has a tight connection with [RS, 5.8 ], where
we prove something similar for locally free sheaves (the statements are actually
equivalent on the affine scheme SpecR).

Before we do that, we need two lemmas, the first of which is in fact entirely
analogous to part (4) of [RS, 4.14 ].

im-stalkfree-locfree Lemma 7.1.5. Suppose M and N are finitely presented R-modules, with MP
∼=

NP , for some prime P ⊂ R. Then, we can find f ∈ R \ P such that Mf
∼= Nf .

Proof. Suppose we have an isomorphism φ : MP → NP . Then, from Lemma
(3.1.12), we can find ψ : M → N and s ∈ R \P such that φ = ψP /s. Let {ni} be a
set of generators for N , and let {mj} be a set of generators for M . Then, we can
find aij ∈ R, bij ∈ R \ P , such that

s−1ψP (
∑
j

aij
bij

mj) = φ(
∑
j

aij
bij

mj) = ni

for all i.
If g = s

∏
i,j bij , then we see immediately that ψg : Mg → Ng is surjective.

Similarly, we can find η : N → M and h ∈ R \ P such that ηh : Nh → Mh

is surjective. Then, if f = gh, we see that the maps (ψη)f : Mf → Mf and
(ηψ)f : Nf → Nf are both surjective. Since any surjective endomorphism of a
finitely generated module is an isomorphism, we see that ψf must be in fact an
isomorphism. �

im-loc-criterion-generators Lemma 7.1.6. Suppose R = (f1, . . . , fn). Let P be any R-module and let φ :
M → N be a map of R-modules. Then the following statements hold:

(1) P = 0 iff Pfi
= 0, for all i.

(2) φ is injective iff φfi
is injective, for all i.

(3) φ is surjective iff φfi is surjective, for all i.
(4) φ is an isomorphism iff φfi is an isomorphism for all i.

Proof. It’s enough to prove (1), since (2) and (3) follow from applying (1) to
the cases where P = kerφ and P = cokerφ, respectively, and (4) is just (2) and (3)
put together.

So assume Pfi
= 0, for all i. Then, for any p ∈ P , there is a power fri of fi

such that fri p = 0. Since, for any r ∈ N, we have R = (fr1 , . . . , f
r
n), we see that

Rp = 0, and thus p = 0. �

im-loc-free-nbd-free Proposition 7.1.7. If M is a finitely presented R-module, then M is projective
if and only if there are finitely many elements f1, f2, . . . , fn ∈ R that generate R
and are such that Mfi

∼= Rfi
, for all i.

Proof. First assume that we can find such fi. In this case, we see by Lemmas
(7.1.6) and (3.1.12) that the functor HomR(M, ) is exact iff HomRfi

(Mfi , ) is
exact, for all i. Since Mfi

is free, the latter functors are all exact, and we’re done.
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Now, for the converse, by Lemma (7.1.5), we see that for every prime P ⊂ R,
we can find fP /∈ R \ P such that MfP

∼= RfP
. Since (fP : P ∈ SpecR) = R, we

see that there must be finitely many fP that generate R (Just pick the ones that
appear in some expression of 1 in terms of the fP ). �

2. Invertible Modules
im-sec-inv-modules

In this section, we’ll study the so-called invertible modules over a Noetherian
ring, and show that there’s a good reason they are called what they are.

See also [RS, 5.2 ] for an analogous treatment of invertible modules over coher-
ent rings of sheaves.

All rings in this section will be Noetherian.

im-invertible-module Definition 7.2.1. An invertible module over R is a finitely generated, locally
free module of rank 1. In other words, it’s a finitely generated R-module M such
that, for every prime P ∈ SpecR, MP

∼= RP .

Note on Notation 8. We’ll denote the dual of an R-moduleM , HomR(M,R)
by M∗.

Here’s a characterization of invertible modules that we’ll actually use in this
section.

im-dual-is-inverse Proposition 7.2.2. An R-module M is invertible if and only if the natural
map µ : M∗ ⊗RM → R, given by φ⊗m 7→ φ(m), is an isomorphism.

Proof. First suppose that M is invertible. Then, for every prime P ⊂ R, we
have the following commutative diagram

M∗P ⊗MP
µP

> RP

R∗P ⊗RP

∼=

∨ ∼=
> RP

wwwwwwwwww
So we see that µP is an isomorphism, for all P , and thus µ is itself an isomorphism.

Conversely, suppose µ is an isomorphism, and suppose

1 = µ(
∑
i

φi ⊗mi) = φi(mi).

Then, for every prime P , we can find an i such that φi(mi) /∈ P . This means that
φi(mi) is a unit in RP , which implies that we can find an element u ∈ R \ P such
that (φi)P (umi) = 1 ∈ RP . Set ai = umi; then we see that

MP = ker(φi)P ⊕RPai,
M∗P = ker(ai)P ⊕RPφi

where we treat ai as an element of M∗∗P . Observe that

µP (ker(ai)P ⊗RPai) = 0 = µP (RPφi ⊗ ker(φi)P ).

Since µP is an isomorphism, this implies that ker(ai)P = ker(φi)P = 0, because
RPai ∼= RP ∼= RPφi. Hence, we see that MP = RPai ∼= RP . Moreover, if M ′ =∑
iRai, then the inclusion M ′ ↪→ M , localizes to an isomorphism at every prime,
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and is thus itself an isomorphism. So we can conclude that M is a finitely generated
R-module that’s locally free of rank 1. In other words, M is invertible. �

Recall the discussion of invertible ideals of Dedekind domains in AM: there, we
only talked about R-submodules of the quotient field K(R), and defined the Picard
group, etc., using only those. As it turns out, that’s in fact sufficient even in our
more general situation, since every invertible R-module is isomorphic to such an
invertible ideal. Before we show that we need two preliminary lemmas.

im-sum-with-iso-iso Lemma 7.2.3. Let φ : M → N and ψ : M → N be two homomorphisms of
finitely generated modules over a local Noetherian ring R with maximal ideal m.
Then, if φ is an isomorphism and imψ ⊂ mN , φ+ ψ is also an isomorphism.

Proof. As usual, this is just an application of Nakayama’s lemma. We see that
the map induced by φ+ψ from M/mM to N/mN is the same as the map induced
by φ (since the map induced by ψ is identically 0) and is thus an isomorphism.
This means that φ+ψ is surjective. But then φ−1(φ+ψ) is a surjective map from
M to M and is thus an isomorphism (4.1.2). This implies that φ + ψ has trivial
kernel, and is thus an isomorphism. �

im-semiloc-lochom-ext Lemma 7.2.4. Suppose R is a Noetherian semilocal ring, a ring with only
finitely many maximal ideals, say, {Pi : 1 ≤ i ≤ n}, and suppose M and N are
finitely generated R-modules with local isomorphisms MPi

∼= NPi
, for all i. Then,

in fact, M ∼= N .

Proof. Let φi : MPi
→ NPi

be the isomorphism given by hypothesis. Then,
by Lemma (3.1.12), there is a ψi : M → N , and a /∈ Pi such that (ψi)P /a = φi.
Since aφi is still an isomorphism, we may assume that (ψi)P = φi. Now, by Prime
Avoidance, for each i, we can choose ri ∈ (

⋂
j 6=i Pj) \ Pi. Let ψ =

∑
i riψi; then,

for each i, ψPi = riφi + ηi, where im ηi ⊂ PiNPi , and riφi is an isomorphism. By
the previous Lemma, this means that ψPi is an isomorphism. Since this is true for
all i, we see that ψ is also an isomorphism. �

Definition 7.2.5. An invertible fractional ideal ofR is an invertibleR-submodule
of K(R).

im-invmod-submod-tqr Proposition 7.2.6. Every invertible module M is isomorphic to an invertible
fractional ideal of R.

Proof. First, we will show that M ⊗K(R) ∼= K(R). Recall that K(R) is a
Noetherian semi-local ring, whose maximal ideals are the the maximal associated
primes of R. Thus, by the lemma (7.2.4) above, it suffices to show that (M ⊗
K(R))PK(R)

∼= K(R)PK(R), for every maximal associated prime P of R. Note that
for any homomorphism of rings R → S, and any prime Q ⊂ S, with Qc = P , we
have (M ⊗ S)Q ∼= MP ⊗RP

SQ, for any R-module M . So the left hand side is just

MP ⊗RP
K(R)PK(R)

∼= RP ⊗K(R)PK(R)
∼= K(R)PK(R).

Now, it suffices to show that the natural map M →M ⊗K(R) is a monomor-
phism. This can be checked locally, and here it’s the map

RP → RP ⊗K(R) ∼= K(R)P .

But this map is injective, since the map R→ K(R) is. �
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Remark 7.2.7. The Proposition above says that every invertible R-module is
isomorphic to an invertible fractional ideal of R.

im-invertible-fractional-ideals Proposition 7.2.8. Let I, J ⊂ K(R) be invertible fractional ideals.
(1) The natural map I ⊗R J → IJ is an isomorphism.
(2) I contains a non-zero divisor of R.
(3) If u ∈ I ∩R is a non-zero divisor, and ϕ,ψ are two R-module maps from

I to J such that ϕ(u) = ψ(u), then in fact ϕ = ψ.
(4) The natural map I−1J → HomR(I, J) taking a to the map ϕa : t 7→ ta is

an isomorphism. In particular, I−1 ∼= I∗.
(5) If L ⊂ K(R) is any R-module, then L is invertible if and only if L−1L =

R.

Proof. For (1), it suffices to show that for every prime P , the map

IP ⊗ JP → K(R)P → K(RP )

is a monomorphism. So we might as well assume that R is local. Since I ∼= R ∼= J ,
we have a ∈ I, b ∈ J , both non zero divisors, such that I = Ra, J = Rb. Then,

I ⊗ J = Ra⊗Rb = R(a⊗ b)
maps to Rab. Since both a and b are non zero divisors, this is a monomorphism.

Suppose I ∩ R consists entirely of zero-divisors; then it’s contained in some
associated prime of R, and so there is b ∈ R such that R ∩ I ⊂ ann(b). Since I is
finitely generated, we can find a non-zero divisor u ∈ R such that uI ⊂ R ∩ I ⊂
ann(b). But then I is itself annihilated by ub. Let P be a prime containing ann(ub);
then 0 6= ub/1 ∈ RP is a zero-divisor of IP , which contradicts the fact that IP ∼= RP .
Hence I ∩R contains at least one non-zero divisor.

On to statement (3): since u is a non-zero divisor, it remains one on localization
at any prime P ⊂ R. Also, to show that ϕ = ψ, it suffices, using (3.1.12), to show
that they agree modulo every prime P ⊂ R. Thus, we can assume that R is
local and that I ∼= R. Observe that u goes to a non-zero divisor of R under this
isomorphism. Hence, we’re reduced to showing: if ϕ,ψ : R → K(R) are two maps
that agree on a non-zero divisor u, then ϕ = ψ. This is simple: just observe that
we have

uϕ(1) = ϕ(u) = ψ(u) = uψ(1),

and since u is a non-zero divisor, this tells us that ϕ(1) = ψ(1), and so ϕ = ψ.
First, using (2), pick a non-zero divisor u ∈ I∩R. If we pick non-zero a ∈ I−1J ;

then ua 6= 0, and so the map ϕa is non-zero, implying that a 7→ ϕa is an injective
map. To show that it’s surjective, let ϕ : I → J be any R-module map, and let
w = u−1ϕ(u). Then it follows from part (3) that ϕ = ϕw, since they both agree on
u.

Assertion (4): If L is invertible, then (2) combined with (3) says

L∗ ⊗R L ∼= L−1 ⊗R L
∼= L−1L = R.

Conversely, suppose L−1L = R. We may assume that R is local and show that
L ∼= R. But if R is local, then our hypothesis implies that there exist v ∈ L−1 and
u ∈ L such that vu ∈ R is a unit. Now we see that multiplication by v gives an
isomorphism from L to R. �
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Definition 7.2.9. The Picard group Pic(R) is the group formed by isomor-
phism classes of invertible R-modules, with the group operation being given by
tensor product. Note that I∗ gives us the inverse to I.

The group of Cartier divisors C(R) is the group formed by the invertible frac-
tion ideals of R under the operation of multiplication. Note that I−1 is the inverse
to I. An element of C(R) is called, unsurprisingly enough, a Cartier divisor.

im-picard-grp-cartier-divisors Proposition 7.2.10. Let R be a Noetherian ring.
(1) The natural map C(R)→ Pic(R) sending an invertible fractional ideal to

its isomorphism class in Pic(R) is a surjective homomorphism of groups.
Its kernel is isomorphic to K(R)∗/R∗, so that we have an exact sequence
of groups

1→ R∗ → K(R)∗ → C(R)→ Pic(R)→ 1.

(2) C(R) is generated by the invertible ideals of R; that is, by the invertible
fractional ideals of R contained in R.

Proof. That the map in (1) is surjective follows from (7.2.6). To see that it is
a homomorphism of groups we use (7.2.8) for the isomorphism IJ ∼= I ⊗R J , valid
for any pair of fractional ideals I and J . Next, suppose we have an isomorphism
ϕ : I

∼=−→ R from a fractional ideal I to R. We want to show that I = uR, for
some element u ∈ K(R)∗. For this, note that every map from I to R is given by
multiplication by an element u ∈ I−1 (7.2.8), and so ϕ(a) = ua, for all a ∈ I.
Suppose ϕ−1(1) = v ∈ I; then we have uv = 1, and so u ∈ K(R)∗. But now, for all
a ∈ I−1, we have u(va) = a, and so I = uR, which is what we had wanted to show.

For (2), just note that, for every invertible fractional ideal I ⊂ K(R), we can
find a ∈ R such that aI ⊂ R. Then I = (a)−1(aI) is expressible as a product of
invertible ideals of R. �

3. Unique Factorization of Ideals

The aim of this section is to prove unique factorization of height 1 ideals in
locally factorial rings.

Definition 7.3.1. A ring R is said to have unique factorization of height 1
ideals if C(R) is isomorphic to the free abelian group generated by the height 1
primes of R.

Remark 7.3.2. In other words, R has unique factorization of height 1 ideals if
every invertible fractional ideal can be expressed uniquely (up to multiplication by
an element of K(R)∗) as a finite product of powers of height 1 primes in R. It is of
course enough to have unique factorization for the invertible ideals of R.

We first present a useful criterion for a domain to be a UFD.

im-ufd-criterion Proposition 7.3.3. A Noetherian domain R is a UFD iff every prime associ-
ated to a non zero principal ideal is principal iff every height 1 prime is principal.

Proof. Suppose R is a UFD, and a ∈ R− 0. Then we can express a uniquely
as a product u

∏
i p
ri
i , where u is a unit and pi ∈ R is irreducible, for each i. It is

easy to see that we have the equality

(a) = ∩i(pi)ri
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Now, if Q ∈ SpecR is associated to (a), then we can find b ∈ R \ (a) such that
bQ ⊂ (a) = ∩i(pi)ri . So bQ ⊂ (pi)ri , for all i. This means that either Q ⊂ (pi), for
some i, in which case Q = (pi), since htQ ≥ 1 by the Hauptidealsatz. Or: b ∈ (pi)ri ,
for all i, in which case b ∈ (a), which is a contradiction. Hence, Ass(a) = {(pi)},
and every prime associated to (a) is principal.

Conversely, suppose R is such that every prime associated to a principal ideal
is principal. Then, if a ∈ R− 0, any prime minimal over a will be principal, say it’s
(p), for some prime element p. In that case, since a is irreducible, we must have
a = up, for some unit u, which means, of course, that (a) is itself prime.

The second equivalence follows from the corollaries to Krull’s Theorem, (6.1.8)
and (6.1.10). �

im-unique-factorization Theorem 7.3.4. Let R be a Noetherian ring such that, for every maximal ideal
m ⊂ R, Rm is a UFD.

(1) An ideal I ⊂ R is invertible if and only if all the primes minimal over it
have height 1; that is, if it has pure co-dimension 1.

(2) R has unique factorization of height 1 ideals.

Proof. One direction of (1) follows immediately from (7.3.3). For the other,
first suppose that I ⊂ R is a prime of height 1. Then, for any maximal ideal m ⊂ R
containing I, Im ⊂ Rm is a height 1 prime and is thus principal, again, by (7.3.3).
This of course immediately implies that I is invertible.

Now, let I ⊂ R be an arbitrary ideal of pure co-dimension 1. We will show that
we can express I as a product of primes of height 1. Since the product of invertible
ideals is of course invertible, we will then have shown that I is invertible. To do this,
let I ⊂ R be a maximal ideal of pure co-dimension 1 not expressible as a product
of height 1 primes. Pick P ∈ Ass(R/I), and consider the ideal P−1I; this contains
I, but if it were equal to I, then we would find from (4.2.2) that elements of P−1

are integral over R. But R is normal, since its localizations are normal (4.3.13),
and so we would then have P−1 ⊂ R, which is absurd. Therefore I 6= P−1I, and
by the maximality of I, we can express P−1I as a product of the form Q1 . . . Qr,
where the Qi are primes of height 1. But then we find I = PQ1 . . . Qr, which is a
contradiction.

We now move on to (2). Suppose we have two expressions of I as the product
of height 1 primes:

I =
r∏
i=1

P ki
i =

s∏
j=1

Q
lj
j .

We will show by induction on d =
∑
i ki that the two sides must be equal. If d = 0,

then I = R, and we must have s = 0 also. If r > 0, then we have Pj ⊂ Q1, for
some j, since the product

∏
j Pj ⊂ Q1. As both Pj and Q1 are height 1 primes, it

follows that Pj = Q1. In this case, we can multiply both expressions by Q−1
1 to get

Q−1
1 I = P

kj−1
j

∏
i 6=j

P ki
i = Ql1−1

1

s∏
m=2

Qlmm .

By induction, the two expressions must both rearrangements of the products of the
same prime powers, and so we’re done. �
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Definition 7.3.5. Let R be as in the Theorem above; then, for all maximal
ideals P ⊂ R, we will associate a function vP : C(R) → Z that sends every
fractional invertible ideal I to the power of P appearing in its unique factorization
into maximal ideals. We’ll call this map the valuation at P .

4. Cartier and Weil Divisors

5. Discrete Valuation Rings and Dedekind Domains

im-serres-criterion Theorem 7.5.1 (Serre’s Criterion). A Noetherian ring is normal if and only
if it satisfies the following conditions:

R1: For i ≤ 1, the localization of R at every height i prime is regular.
S2: Every prime associated to (0) is minimal, and every prime associated to

a non-zero divisor has height 1.

Proof. First, assume that R is normal. Then, by Proposition (4.3.20), it’s a
product of normal domains. Now, any localization of R at a prime is isomorphic to
the localization of one of its factors at a prime. Given this, we see that we just have
to show that a normal domain S satisfies conditions R1 and S2. The only prime
P ⊂ S of height 0 is the prime (0), and the localization at (0) is the fraction field
K(S) of S, which is regular. Now let P ⊂ S be a height 1 prime; then (4.3.19) says
that SP is regular, since it has dimension 1 and its maximal ideal is principal. It
remains to show that S2 holds. So let P ⊂ S be a prime associated to (0); then
since S is a domain, P = (0), and htP = 0. If P is associated to a non-zero divisor,
then (4.3.19) says that htP = 1.

Conversely, assume R satisfies the two conditions. Then it also satisfies R0 and
S1, and hence by Serre’s criterion for reducedness (4.3.4), it’s reduced.

Now, observe that any localization of R also satisfies conditions R1 and S2,
and, for any prime P ⊂ R, RP is a domain. If it satisfies the two conditions, then
it also satisfies the criterion given in Proposition (4.3.19), and hence is normal.
Since RP is normal for every prime P ⊂ R, this implies that R is also normal, by
(4.3.13). �

Remark 7.5.2. As one would expect, we can talk, more generally, about con-
ditions Rn and Sn, for n ∈ N. The formulation of Rn is obvious, but that of Sn is
not quite so evident at this point. We’ll define these conditions in Chapter 12 and
show that they behave very well under flat extensions. In particular, we will find
that normality and reducedness ’descend’ down from faithfully flat extensions.

Definition 7.5.3. A regular local ring (R,m) of dimension 1 is called a discrete
valuation ring or a DVR

A domain R is a Dedekind domain if, for all primes P ⊂ R, RP is a DVR. In
particular, every non-zero prime in R is maximal.

im-dvr-characterization Theorem 7.5.4. The following are equivalent for a one dimensional Noether-
ian local domain (R,m), with residue field k = R/m:

(1) R is a DVR.
(2) m is principal.
(3) dimk m/m2 = 1
(4) k[t] ∼= grm(R).
(5) R is a principal ideal domain.
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(6) There exists π ∈ m such that every non-zero ideal of R is of the form (πr),
for some r ∈ N.

(7) Every non-zero ideal in R is of the form mr, for some r ∈ N.
(8) Every fractional ideal of R is of the form mr, for some r ∈ Z.
(9) Every fractional ideal of R is invertible.

(10) R is a valuation ring.
(11) R is normal.

Proof. (1) ⇔ (2) ⇔ (3) ⇔ (4) follows from (6.3.4). The implications (6) ⇒
(7) ⇔ (8) ⇒ (9) are trivial, (10) ⇒ (11) follows from (??), and (11) ⇔ (1) follows
from (7.5.1).

Now observe that every fractional ideal of R is invertible if and only if every
ideal of R is invertible, and, since R is local, every ideal of R is invertible if and
only if every ideal is principal. This gives us (5) ⇔ (9). Also, if R is a PID, then
we’re in the situation of (7.3.4), from which (6) follows.

Thus we’ll be done if we show (2) ⇒ (6) and (6) ⇒ (10). We’ll do the first
implication now. Let π be a generator of m, and let a ⊂ R be a non-zero ideal. We
can find r ∈ N such that πr ∈ a, but πr−1 /∈ a. We claim that a = (πr). Indeed,
suppose we have a ∈ a\ (πr); then a = uπk, for k < r, and u /∈ m. But then πk ∈ a,
which is a contradiction.

Now for (6) ⇒ (10): this is easy, since every element x ∈ K(R) is of the form
uπr, where u ∈ R \m and r ∈ Z. Therefore, either x ∈ R or x−1 ∈ R, which shows
that R is a valuation ring. �

Definition 7.5.5. A generator π of the maximal ideal m in a DVR (R,m) is
called a uniformizer for R.

im-dedekind-characterization Theorem 7.5.6. Let R be a one dimensional Noetherian domain. Then the
following are equivalent:

(1) R is a Dedekind domain.
(2) R is normal.
(3) Every fractional ideal of R has a unique expression as a product of maximal

ideals of R.
(4) Every fractional ideal of R is invertible.

Proof. Follows immediately from (7.5.4), since all the statements localize
nicely. �

im-dedekind-flatness Proposition 7.5.7. Let R be a Dedekind domain and let S be an R-algebra.
Then the following are equivalent:

(1) S is flat over R.
(2) For every associated prime Q ∈ AssS, Q ∩R = (0).

Proof. After localizing, we reduce immediately to the case where (R,m) is
a DVR with uniformizer π. In this case, since R is a PID we have to show that
π /∈ Z(S) if and only if Q ∩R = (0), for all associated primes Q ⊂ S (We’re using
(3.2.2) here). But this is easy, since Z(S) =

⋃
Q∈Ass(S)Q. �

im-dedekind-dedekind-flat Corollary 7.5.8. Let R ⊂ S be an integral extension of Dedekind domains;
then S is faithfully flat over R.
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Proof. Since S is integral over R, for any maximal ideal Q ⊂ S, S/Q is
integral over R/(Q ∩R). But then 1 = dimS/Q = dimR/(Q ∩R), by (6.5.4), and
so Q∩R ⊂ R is also a maximal ideal. Thus by the Proposition above S is flat over
R. By lying over, we clearly have PS 6= S, for all primes P ⊂ R, and so S is in
fact faithfully flat over R by (3.6.4). �

6. The Krull-Akizuki Theorem

im-rank-length-quotient-nzd Theorem 7.6.1. Let R be a one dimensional domain, and let x ∈ R be a non-
zero element. For every torsion free R-module M , we have

l(M/xM) ≤ rk(M)l(R/(x)),

with equality holding whenever M is finitely generated. Here rk(M) = dimK(R)(K(R)⊗R
M).

Proof. First assume that M is finitely generated. Let r = rk(M); if r = ∞,
then there is nothing to show. Otherwise, we can find elements m1, . . . ,mr ∈ M
whose images form a K(R)-basis for K(R)⊗RM . Let Rr →M be the map induced
by these elements; this map is injective, because its kernel is a torsion sub-module
of Rr, which is of course torsion free. Let N be the cokernel of this map; then N
is also finitely generated, and we have an exact sequence

0→ Rr →M → N → 0,

and tensoring with R/(x) gives us another exact sequence

TorR1 (M,R/(x))→ TorR1 (N,R/(x))→ (R/(x))r →M/xM → N/xN → 0.

Since, for any R-module P , TorR1 (P,R/(x)) is just the x-torsion of P , we see that
we in fact have an exact sequence

0→ (0 :N x)→ (R/(x))r →M/xM → N/xN → 0

of R/(x)-modules of finite length. Thus we have

r · l(R/(x)) + l(0 :N x) = l(M/xM) + l(N/xN).

So to finish the proof in the case where M is finitely generated, we just have to
show that l(0 :N x) = l(N/xN). But this follows from the exact sequence:

0→ (0 :N x)→ N
x−→ N → N/xN → 0.

Now we can discard the assumption that M is finitely generated. First observe
that for every finitely generated R-submodule M ′ ⊂M , we have

l(M ′/xM ′) ≥ l((M ′ ∩ xM)/xM).

Next note that we have

M/xM =
⋃

M′⊂M

M ′ finitely generated

(M ′ ∩ xM)/xM.

Therefore, if l(M/xM) > r · l(R/(x)), then it follows that we have some finitely
generated R-submodule M ′ ⊂M such that

l(M ′/xM ′) ≥ l((M ′ ∩ xM)/xM)

> r · l(R/(x))
≥ rk(M ′)l(R/(x)),
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which contradicts the paragraph above that dealt with finitely generatedR-modules.
�

im-algebraic-ideal-intersect-non-trivial Lemma 7.6.2. Let R and S be domains such that K(S)/K(R) is an algebraic
extension. Then, for every ideal J ⊂ S, J ∩R 6= 0.

Proof. It suffices to prove this for principal ideals. Pick s ∈ S and let p(t) ∈
R[t] be an irreducible polynomial such that p(s) = 0. Then we see that the constant
term of p(t) (which is necessarily non-zero) is in the ideal generated by s and lies
in R. �

im-krull-akizuki Corollary 7.6.3 (Krull-Akizuki). Let R be a one dimensional Noetherian do-
main, let L/K(R) be a finite extension of fields, and let S ⊂ L be a sub-ring con-
taining R. Then, for any non-zero ideal J ⊂ S, S/J has finite length. In particular,
S is Noetherian of dimension at most 1.

Proof. Since S is torsion free as an R-module, we see that K(R) ⊗R S is a
K(R)-subspace of K(S), and thus has finite dimension over K(R). So we see that
rk(S) is finite. Moreover, if J ⊂ S is any non-zero ideal, by the lemma above, we
can find a non-zero element x ∈ J ∩ S. Thus by (7.6.1) we have

l(S/J) ≤ l(S/xS)

≤ rk(S)l(R/(x)) <∞.
Given this, we immediately find that any non-zero ideal must be finitely generated,
and also that S has dimension at most 1. �

im-integral-closure-dedekind Corollary 7.6.4. Let R be a one dimensional Noetherian domain, and let
L/K(R) be a finite extension of fields. Then the integral closure of R in L is a
Dedekind domain.

Proof. Let S be the integral closure of R in L; then, from the above Corollary,
we find that S is Noetherian and thus it also has dimension 1 by (6.5.4). The
statement now follows from (7.5.6). �

7. Grothendieck Groups

All our rings in this section will be Noetherian.

Definition 7.7.1 (General Grothendieck Construction). Let C be an abelian
category, and let D be a sub-category of C with a small skeleton. Let C(D) be
the set of isomorphism classes of objects in D , and let F (D) be the free abelian
group generated by C(D). We denote by E(D) the sub-group of F (D) generated
by elements of the form [M ′]− [M ] + [M ′′], where

0→M ′ →M →M ′′ → 0

is an exact sequence of objects in D . The Grothendieck group K(D) is the quotient
F (D)/E(D).

The natural map C(D)→ K(D) is denoted γD .

im-grothendieck-grp-universal-prp Proposition 7.7.2. Let C be an abelian category and let D be a sub-category
of C with a small skeleton with Grothendieck group K(D). Then, for every additive
function λ from D to a group G, there exists a unique homomorphism λ̃ : K(D)→
G such that λ(M) = λ̃(γD([M ])).
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Proof. Immediate from the definition. �

Definition 7.7.3. A subset Γ ⊂ C(D) is said to be a generating subset if it
contains 0, and if, for any object A in D , there exists a finite, separated filtration
F •A of A such that, for every r ∈ N, there exists an element [Ar] in Γ such that
[Ar] = [F rA/F r+1A].

im-grothendieck-generating-subset Proposition 7.7.4. With the notation as in the definition above, for any gen-
erating subset Γ ⊂ C(D), K(D) is generated by elements of the form γD([A]), for
[A] ∈ Γ ).

Proof. Clear. �

7.1. Finitely Generated Modules.

Definition 7.7.5. Let R be a Noetherian ring. If, in the Grothendieck con-
struction, we take C = R-mod and D to be the sub-category of finitely generated
R-modules, then the Grothendieck group K(D) is denoted K(R). The natural map
γD is denoted γR.

7.2. Projective Modules.

7.3. Flat Modules.

7.4. Modules of Finite Length over Dedekind Domains.

Definition 7.7.6. Let R be a Noetherian ring. If, in the Grothendieck con-
struction, we take C = R-mod and D to be the sub-category of R-modules of finite
length, then the Grothendieck group K(D) is denoted Ka(R) (the ’a’ stand for
Artinian). The natural map γD is denoted γRa .

Remark 7.7.7. It’s easy to see that the set of objects [R/m], where m is a
maximal ideal of R, is a generating subset.

im-euler-characteristic Proposition 7.7.8. Let R be a Dedekind domain, and let Pic(R) be its Picard
group. There is a unique isomorphism

χ : Ka(R)
∼=−→ Pic(R)

such that χ(γRa [R/P ]) = [P ], where [P ] denotes the isomorphism class of invertible
ideals that P belongs to.

Proof. Let M be an R-module of finite length, and consider any composition
series

M = M0 !M1 ! · · · !Mr−1 !Mr = 0,

where, for 0 ≤ i < r, Mi/Mi+1
∼= R/Pi, for some maximal ideal Pi ⊂ R. By Jordan-

Hölder the set {P1, . . . , Pr} is uniquely determined by the isomorphism class of M ,
and so we can set ψ([M ]) =

∏r
i=1[Pi]. To determine if this gives us a well-defined

homomorphism, it suffices to check that, for two maximal ideals P,Q ⊂ R, we have

ψ([R/P ])ψ([R/Q]) = ψ([R/P ]⊕ [R/Q]).

But this is obvious.
The map ψ is surjective, since Pic(R) is generated by the maximal ideals of R

(7.5.6). Moreover, suppose we have an exact sequence

0→M ′ →M →M ′′ → 0
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of modules of finite length; then, since it’s immediate that ψ([M ′])ψ([M ′′]) =
ψ([M ]). Thus ψ is an additive map, and so factors through a unique homomorphism
χ : Ka(R)→ Pic(R) such that ψ([M ]) = χ(γRa ([M ])).

That χ is in fact injective follows �





CHAPTER 8

Noether Normalization and its Consequences

chap:noeth
1. Noether Normalization

Lemma 8.1.1. Suppose k is a field and that f ∈ T = k[x1, . . . , xr] is a noncon-
stant polynomial. Then there are elements y1, . . . , yr−1 ∈ T such that T is a finitely
generated module over k[y1, . . . , yr−1, f ]. Moreover,

(1) We can choose yi = xi − xe
i

r , for any sufficiently large integer e.
(2) If k is infinite, then, there is an open dense set U ⊂ Ar−1

k , such that for
all (a1, . . . , ar−1) ∈ U , we may choose yi = xi + aixr.

Proof. We’ll show that f can be expressed as a polynomial in y1, . . . , yr−1, xr
that’s monic in xr. Thus, xr will be integral over the subring k[y1, . . . , yr−1, f ], and
so T will be finitely generated over it in both cases (1) and (2).

(1) Consider a monomial xa1
1 . . . xar

r : when written in terms of the yi, it be-
comes a polynomial of degree d = ar+

∑r−1
i=1 aie

i in xr. If e is bigger than
the exponents of any of the xi appearing in f , then the expression we have
for d is its expansion in base e. In particular, the degree of xr correspond-
ing to each monomial of f is uniquely determined by that monomial. Call
this the xr-weight of the monomial in f . Let xa be the monomial in f
with highest xr-weight, say d; then we see that f , when expressed in terms
of the yi and xr will be monic in xr of degree d.

(2) Let f have degree d, and let fd be the sum of all the degree d monomials
in f . If we write f in terms of the yi, then we’ll see that

fd(y1, . . . , yr−1, xr) = . . .+ fd(a1, . . . , ar−1, 1)xdr .

So, for any a ∈ U = {fd(a, 1) 6= 0}, we’ll have an expression monic in xr.
�

noeth-noether-normalization Theorem 8.1.2 (Noether Normalization). Let R be an affine ring of dimen-
sion d over a field k. If I1 ⊂ . . . ⊂ Im is chain of ideals in R with dimR/Ij = dj
and d1 > . . . > dm, then R contains a polynomial ring S = k[x1, . . . , xd] such that
R is finite over S, and

Ij ∩ S = (xdj+1, . . . , xd).
If k is infinite, and R = k[y1, . . . , yr], then, for j ≤ dm, the xj may be chosen to be
k-linear combinations of the yi.

noeth-noether-normalization-domains Corollary 8.1.3. Let R ⊂ S be a tower of domains, with S a finitely gener-
ated R-algebra. Then, there exist a ∈ R, and elements x1, . . . , xd ∈ S algebraically
independent over K(R) such that Sa is finite over T = Ra[x1, . . . , xd]. If S is a
graded R-algebra, then we may choose the xi from among the homogeneous elements
of S.

115
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Proof. Suppose S = R[y1, . . . , yr]; then

S′ = K(R)⊗R S = K(R)[y1, . . . , yr].

So, by Noether Normalization (with Im = 0), we can find x1, . . . , xd ∈ S′

algebraically independent (homogeneous, if S is graded over R) over K(R) such
that S′ is finite over T ′ = K(R)[x1, . . . , xd]. By multiplying the xi by a suitable
element in R, we can assume that they’re in S. Now, suppose yi satisfies a monic
equation

yni + pi,1(x1, . . . , xd)yn−1
i + . . .+ pi,n = 0

over T ′.
Now, just take a to be the product of the denominators of the coefficients of

all the pi,k, to see that Sa is integral and finitely generated over T , and hence finite
over T . �

In the next few sections we’ll present some important consequences of Noether
Normalization.

2. Generic Freeness

noeth-generic-freeness Theorem 8.2.1 (Generic Freeness). Let R be a Noetherian domain, and let S
be a finitely generated R-algebra. If M is a finitely generated S-module, then there
exists an element 0 6= a ∈ R such that Ma is a free Ra-module. If, in addition, S
is positively graded, with R acting in degree 0, and if M is a graded S-module, then
a may be chosen so that each graded component of Ma is free over R.

Proof. We’ll do this by induction on d = dimK(R)⊗R S. If K(R)⊗R S = 0,
then there is some 0 6= a ∈ ann(S). In this case we also have a ∈ ann(M), and
so Ma = 0 is free over Sa = 0. Suppose therefore that d ≥ 0: in this case, by
(8.1.3), there exists 0 6= a ∈ R such that Sa is finite over some polynomial ring
Ra[x1, . . . , xr]. We also have:

d = dim(K(R)⊗R S) = dim(K(R)[x1, . . . , xr]) = r.

So we can replace R with Ra, S with Ra[x1, . . . , xr] and M with Ma, and assume
that S = R[x1, . . . , xd], where the xi may be chosen to be homogeneous, if S is
graded.Now, since M is finite over S, we can find a filtration:

M = Mn ⊃Mn−1 ⊃ . . . ⊃M1 ⊃M0 = 0,

such that for all 1 ≤ i ≤ n, Mi/Mi−1
∼= S′/Qi, for some prime Qi ⊂ S′. If S and

M are graded, then by (1.4.3), we may take Q to be homogeneous. If Qi 6= 0, then
dimK(R) ⊗ (S/Qi) < d, and so, by the inductive hypothesis, there is 0 6= ai ∈ R
such that (S/Qi)ai is free over Rai (in the graded case, we can ensure that each
graded component is free over Rai). If Qi = 0, then S is of course already free over
R. In sum, we can find a1, . . . , an ∈ R such that Ma1···an

has a filtration by free
Ra1···an

-modules. But then Ma1···an
has to be free over Ra1···an

. We also get the
analogue in the graded case by the same argument. �

3. Finiteness of Integral Closure

Here is an immediate consequence of Noether Normalization

noeth-finiteness-of-integral-closure Theorem 8.3.1. Let R be a normal affine domain, and let L/K(R) be a finite
extension. Let R′ ⊂ L be the integral closure of R in L. Then R′ is finite over R.
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Proof. By Noether Normalization, R is finite over a polynomial ring k[x1, . . . , xd];
so we can assume that R = k[x1, . . . , xd]. Furthermore, we can replace L by its
normal closure, and assume L/K(R) is normal. Hence there is a tower of fields
K(R) ⊂ L′ ⊂ L, where L′/K(R) is purely inseparable, and L′/L is Galois. Let
S be the integral closure of R in L, and S′ the integral closure of R in L′. By
(4.3.23), S is finite over S′. So it suffices to show that S′ is finite over R. Thus we
can assume that L is a purely inseparable extension of K(R) = k(x1, . . . , xd).

Now, since L is finite over K(R), there exists n ∈ N such that ap
n ∈ K(R), for

all a ∈ L, where p = charK(R). In particular, if q = pn, then L ⊂ k′(x1/q
1 , . . . , x

1/q
d ),

where k′ is obtained from k by adjoining the qth roots of the coefficients of the min-
imal polynomials of the generators of L/K(R). So it suffices to show that the
integral closure of k[x1, . . . , xd] in k′(x1/q

1 , . . . , x
1/q
d ) is finitely generated. But the

integral closure is simply k′[x1/q
1 , . . . , x

1/q
d ], which is definitely finite over R. �

The next Corollary uses a whole host of results from Chapter 5.

noeth-integral-closure-laurent-series Corollary 8.3.2. Let k be an algebraically closed field of characteristic 0, and
let L = k((x)) be the field of Laurent series over k. The algebraic closure of L is
the field

⋃∞
n=1 k((x

1/n)), and the integral closure of k[[x]] in k((x1/n)) is k[[x1/n]].

Proof. We’ll show that any finite extension of k((x)) is of the form k((x1/n))
for some n ∈ N. To show this, we’ll show that the integral closure of k[[x]] in any
finite extension L of k((x)) is of the form k[[x1/n]], for some n ∈ N. From this, all
our assertions will follow.

Indeed, by the Theorem above, if T is the integral closure of k[[x]] in L, then
T is finite over k[[x]] and is thus a Dedekind domain. By (??), since k[[x]] is a
complete DVR, T must also be one (that it’s a DVR follows from (7.5.4)).

Let π be a uniformizer of T , and let n ∈ N and u ∈ T \(π) be such that x = uπn.
Since k is algebraically closed, T/(π) = k (since it’s finite over k), and the image
of u in k has an nth-root in k. Now, because char k = 0, we can apply Hensel’s
lemma (5.4.6) to lift this root to a root v ∈ T . So π′ = vπ is another generator of
(π) and we have π′n = x. By (5.4.2), there is a unique map ψ : k[[y]] → T such
that ψ(y) = π′. Since π′ generates the maximal ideal of T , the induced map grψ is
surjective. Hence, by (5.2.6), ψ is also surjective. But dimT = dim k[[y]] = 1, and
so kerψ = 0, and thus ψ is in fact an isomorphism. �

noeth-puiseux-series Corollary 8.3.3 (Puiseux series). Let k be an algebraically closed field of char-
acteristic 0, and let f be a polynomial in k[x, y].

(1) There exists n ∈ N and p(x1/n) ∈ k((x1/n)) such that f(x, p(x1/n)) = 0.
(2) If f is monic in y, then p can be chosen to be a power series in x1/n.
(3) If f is monic and f(0, 0) = 0, then p can be chosen so that it has no

constant term.

Proof. By the Corollary above, there exists n ∈ N such that

f(x, y) = a(x)
r∏
i=1

(y − pi(x1/n)),

for some a(x) ∈ k[x], and pi ∈ k((x1/n)). If f(x, y) is monic in y, then each pi is
integral over k[[x]], and thus is contained in k[[x1/n]]. If f(0, 0) = 0, then there is
at least one i such that pi(0) = 0. �
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4. Jacobson Rings and the Nullstellensatz

The treatment here is from the exercises after chapter 5 in Atiyah-Macdonald.

Definition 8.4.1. A ring R is Jacobson if every prime in R is the intersection
of maximal ideals.

noeth-equiv-prps-jacobson Proposition 8.4.2. The following statements are equivalent for a ring R:
(1) R is Jacobson.
(2) In every homomorphic image of A, the nilradical is equal to the Jacobson

radical.
(3) Every prime ideal in A that is not maximal is equal to the intersection of

the prime ideals that contain it strictly.

Proof. (1)⇔ (2): This is easy. For one implication, note that the intersection
of all the primes containing an ideal equals the intersectino of all the maximal ideals
containing that ideal. For the other, given a prime P ⊂ A, look at the image A/P .

(1)⇒ (3): Trivial.
(3) ⇒ (1): Suppose there (1) is false; then there is some prime P ⊂ R that’s

not the intersection of maximal ideals. Quotient out by P , and assume that R is a
domain, for which (2) fails. That is, JacR 6= 0. So let 0 6= f ∈ JacR, and consider
Rf . Since R is a domain, Rf 6= 0, and we can find a maximal ideal m ⊂ Rf such
that Q = m ∩ R is a prime ideal not containing f , and is maximal with respect
to this property. But then Q is not maximal, and it’s not the intersection of the
prime ideals that strictly contain it, since every prime ideal strictly containing it
will contain f . �

Corollary 8.4.3. Every homomorphic image of a Jacobson ring is also Ja-
cobson.

Proof. Immediate from characterization (2) above. �

Now, we can present the Nullstellensatz for Jacobson rings.

noeth-nullstellensatz Theorem 8.4.4 (Nullstellensatz). The following are equivalent for a ring R:
(1) R is Jacobson.
(2) Every finitely generated R-algebra S that’s a field is finite over R.

Proof. (1) ⇒ (2): Since every homomorphic image of R is Jacobson, we can
assume R ⊂ S. So R is also a domain.

Then, by (8.1.3), we see that we can find a ∈ R such that S = Sa is finite
over a polynomial ring T over Ra. Since S is, in particular, integral over T , we see
that T is a field, by (4.4.1). This implies that Ra = T is a field. If a ∈ R is not a
unit, then a is contained in every non-zero prime of R, implying that (0) is not the
intersection of all the primes strictly containing it. This contradicts the fact that
R is Jacobson, according to characterization (3) of (8.4.2). So a ∈ R is a unit, and
Ra = R, which means that S is finite over R.

(2)⇒ (1): We’ll prove that R satisfies condition (3) of (8.4.2). So let P ⊂ R be
a non-maximal prime, and suppose f ∈ R\P is in the intersection of all the primes
strictly containing P . Then, let S = R/P , and consider Sf : this has no non-zero
primes, since every non-zero prime in S contains f . Hence, it’s a field; but since
it’s a finitely generated R-algebra, it’s finite over R, and hence over R/P . But then
R/P is a field, and so P is maximal, contradicting the fact that it wasn’t! �
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noeth-fin-gen-rings-jacobson Corollary 8.4.5. Let R be a Jacobson ring. Then every finitely generated
R-algebra is Jacobson. In particular, every finitely generated ring and every affine
ring is Jacbson.

Proof. The first statement follows immediately from characterization (2) above,
since every finitely generated algebra over a finitely generated R-algebra S is again
a finitely generated R-algebra. So if it’s a field, then it’s finite over R, and hence
over S.

The second statement follows from the fact that Z is Jacobson: every non-zero
prime is maximal, and (0) is the intersection of all the maximal ideals, and also the
fact that any field is trivially Jacobson. �

noeth-jacobson-max-contract-max Corollary 8.4.6. Let f : R → S be a map of finite type with R Jacobson.
Then, for every maximal ideal n ⊂ S, m = f−1(n) is a maximal ideal. Moreover
R/m ↪→ S/n is a finite extension of fields.

Proof. Replacing R with its image in S, we can assume R ⊂ S, with S a
finitely generated R-algebra. Then, S/n is a finitely generated R/m-algebra that’s
a field. So the Theorem tells us that it’s in fact finite over R/m, and so R/m is also
a field, with S/n a finite extension over it. �

5. Dimension Theory for Affine Rings
noeth-secn:affine-rings

Here, we present the main theorem in the dimension theory of affine rings.
Some of its consequences can also be obtained from the fact that any field is Cohen-
Macaulay. But we’ll prove them here the classical way.

noeth-main-thm-affine-rings Theorem 8.5.1. For every affine domain R over a field k, we have

dimR = tr degk R.

Moreover, every maximal chain of primes in R has length dimR.

Proof. By Noether Normalization, R is finite over a polynomial ring S =
k[x1, . . . , xd]. By (6.5.4), this implies that dimR = d. So it suffices to show that
d = tr degk S = tr degk R. But this follows from the fact that K(R) is algebraic
over K(S).

Let P0 ⊂ P1 ⊂ . . . Pm be a chain of primes in R with m < d. We want to
show that we can stick a prime in to make it longer. Take Ij = Pj , and let S be
as in the statement of Noether Normalization corresponding to this chain of ideals.
Now, we can assume that P0 = 0, and that Pm is maximal. By the choice of S, if
dimR/Pj = dj , then we see that

Qj = Pj ∩ S = (xdj + 1, . . . , xd).

Since Pm ∩ S = (x1, . . . , xd), and P0 ∩ S = 0, we see that there must be a j
somewhere such that dj + 1 < dj−1. So we have the prime Q = (xdj−1 , . . . , xd)
lying strictly between Qj−1 and Qj . Let R′ = R/Pj−1 and let S′ = S/Qj−1; then
we still have a tower S′ ⊂ R′, with S′ a polynomial ring over k.

Now, S′ is a normal domain, so we’re in a position to apply the going down
theorem (4.6.3) to conclude that there is a prime P contained in Pj , and containing
Pj−1 that contracts to Q. �
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Definition 8.5.2. A ring R is called catenary if, for every pair of primes
Q ⊂ P ⊂ R, any maximal chain of primes from Q to P has the same length.

A ringR is universally catenary if every finitely generatedR-algebra is catenary.

noeth-field-universally-catenary Corollary 8.5.3. Any field, or equivalently, any affine ring, is universally
catenary.

Proof. Let R be any affine ring, and let Q ⊂ P ⊂ R be a chain of two primes.
By quotienting out byQ, we can assume that R is a domain, and reduce the problem
to showing that, in an affine domain, every maximal chain of primes going down
from a prime in R has the same length, which is in fact htP . For, if some maximal
chain of primes going down from P has length less than htP , then that chain can’t
be extended to a maximal chain of primes in R of length dimR. �

noeth-codim-equals-height Corollary 8.5.4. If R is an affine domain, and I ⊂ R is an ideal, then

ht I = dimR− dimR/I.

Proof. Suppose P is a minimal prime over I; then we can find a chain of
primes in R that includes P . Hence, we see that htP = dimR − dimR/P , for all
primes P minimal over I. Then, we see that

ht I = min{htP : P ⊃ I minimal}
= dimR−max{dimR/P : P ⊃ I minimal}
= dimR− dimR/I.

�

noeth-affine-dom-reg-elt-dim-by-one Corollary 8.5.5. If R is an affine domain, and 0 6= f ∈ R, then

dimR/(f) = dimR− 1.

Proof. By the Theorem, we can localize at any maximal ideal not containing
f , and then use the local version (6.2.12). �

We finish with a result on the dimension of tensor products.

noeth-dimension-tensor-product Proposition 8.5.6. Let R be an affine ring, and S a Noetherian k-algebra.
Then

dimR⊗k S = dimR+ dimS.

Proof. By Noether NormalizationR is finite over the polynomial ring k[x1, . . . , xn],
where n = dimR. Now, R⊗k S is finite over S[x1, . . . , xn]. The result now follows
from (6.5.4) and (6.6.3). �

6. Dimension of Fibers

The next Theorem is essential in the study of fibers.

noeth-fiber-inequality-domains Theorem 8.6.1. Let R ⊂ S be a tower of Noetherian domains, with S finitely
generated over R. If q ⊂ S is a prime, and p = q ∩R, then:

dimSq + tr degk(p)(k(q)) ≤ dimRp + dimK(R)⊗R S.

If R is universally catenary, then in fact equality holds in the expression above.
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Proof. Observe first that

dimK(R)⊗R S = tr degK(R)K(S),

by the main Theorem.
Also note that k(q) = K(Sp/qp), and so again by the main Theorem,

tr degk(p)(k(q)) = dimSp/qp ≤ dimSp − dimSq

with equality holding if R is universally catenary.
Therefore, we see that

dimSq + tr degk(p) k(q) ≤ dimSp,

with equality holding if R is universally catenary.
So it will suffice to show that

dimSp ≤ dimRp + tr degK(R)K(S),

with equality holding whenever R is universally catenary.
The proof is by induction on the number of generators of S over R. We can

localize at p at the outset and assume that (R, p) is a local ring.
Suppose S = R[x]/P , for some prime P ⊂ S. If P = (0), then

dimK(R)⊗R S = dimK(R)[x] = 1,

and
dimSp = dimR[x] = dimR+ 1,

and so this case is taken care of.
Suppose that P 6= (0); then, since R ⊂ S, we must have P ∩ R = 0, and

so, htP = 1. Moreover, since every element of S is algebraic over R, we have
tr degK(R)K(S) = 0. Now,

dimSp ≤ dimR[x]− htP = dimR,

with equality holding again if R is universally catenary.
Now, suppose S is generated over R by n elements s1, . . . , sn, and let S′ be the

subring of S generated by the first n − 1 generators. Let q∗ = q ∩ S; then by the
inductive hypothesis, and the previous result for the case of a single generator, we
have,

dimS′q∗ + tr degk(p)(k(q
∗)) ≤ dimR+ tr degK(R)K(S′),

dimSq + tr degk(q∗)(k(q)) ≤ dimS′q∗ + tr degK(S′)K(S),

with equality holding in both expressions, if R is universally catenary.
Putting these two expressions together, we find

dimSq + tr degk(p)(k(q)) ≤ dimR+ tr degK(R)K(S),

with equality holding whenever R is universally catenary. �





CHAPTER 9

Quasi-finite Algebras and the Main Theorem of
Zariski

chap:zariski

1. Quasi-finite Algebras

zariski-artinian-finite-k-space Lemma 9.1.1. Let k be a field and let S be a finitely generated k-algebra. The
following are then equivalent:

(1) S is Artinian.
(2) SpecS is discrete.
(3) S is finite over k.
(4) SpecS is finite.

Proof. By Noether Normalization (8.1.2), we can find a polynomial algebra
T = k[x1, . . . , xr] such that S is finite over T , where r = dimS. In particular, S is
Artinian if and only if r = 0. But, since SpecS surjects onto SpecT , we also find
that SpecS is finite if and only if r = 0, since a non-trivial polynomial ring over k
will contain infinitely many primes (it is a UFD). Thus we see that S is Artinian if
and only if S is finite over k, if and only if SpecS is finite. It is also clear that S is
Artinian if and only if SpecS is discrete, since the latter is true if and only if every
prime in S is maximal. �

zariski-isolated-prime Proposition 9.1.2. Let R be a ring, and let S be an R-algebra of finite type.
Suppose Q ⊂ S is a prime ideal, with P = Q∩R. Then the following are equivalent:

(1) Q is an isolated point in Spec(S ⊗R k(P )).
(2) Q is both a maximal and a minimal prime in S ⊗R k(P ).
(3) SQ/PSQ is finite over k(P ).

Proof. By replacing R with k(P ) and S with S ⊗R k(P ), we reduce immedi-
ately to the case where R is a field and S is a finitely generated R-algebra. Now
we have to show the equivalence between the following statements:

(1) Q is an isolated point in SpecS.
(2) Q is both open and closed in SpecS.
(3) Q is both a maximal and a minimal prime of S.
(4) SQ is finite over R.

Note that Q is an isolated point in SpecS if and only if {Q} is an open subset of
SpecS. But Q is an open point if and only if {Q} = SpecSa, for some a ∈ S. Since
S is Jacobson (8.4.5), and Qa is a maximal ideal in Sa with Sa finitely generated
over S, we find that in this case Q must also be maximal in S (8.4.6). Thus Q is
an isolated point in SpecS if and only if {Q} is both open and closed in SpecS if
and only if Q is both maximal and minimal in S. This shows (1)⇔ (2)⇔ (3).

We proceed now to show that (1) is equivalent to (4). Suppose Q is an isolated
point in SpecS, and let a ∈ S be such that {Q} = SpecSa. But this implies that

123



124 9. QUASI-FINITE ALGEBRAS AND THE MAIN THEOREM OF ZARISKI

SQ = Sa, since Sa is already a local ring with maximal ideal Qa. Therefore, SQ is
finitely generated over R, and we find from the lemma above that SQ is finite over
R.

Conversely, suppose SQ is finite over R; then, in particular, SQ is Artinian, and
so Q is minimal in S. Moreover, SQ is also finite over S, and since QQ is maximal
in SQ its contraction in S, which is of course Q, is also maximal in S (4.4.2). Thus
Q is both maximal and minimal in S, which finishes our proof. �

Definition 9.1.3. Let S be an R-algebra of finite type and let Q be a prime
in S. We say that S is quasi-finite over R at Q if Q satisfies any of the equivalent
conditions in (9.1.2).

We say that S is quasi-finite over R if it is quasi-finite over R at Q for all
primes Q ⊂ S.

Remark 9.1.4. Observe that quasi-finiteness at Q is essentially a topological
condition. If we define a continuous map f : X → Y of topological spaces to be
quasi-finite at x, for some x ∈ X, whenever x is isolated in f−1(f(x)), then we
see that S is quasi-finite over R at Q if and only if S is of finite type over R and
SpecS → SpecR is a quasi-finite at Q.

zariski-quasi-finite-equiv-prps Proposition 9.1.5. Let R be a ring and let S be an R-algebra of finite type.
Then the following are equivalent:

(1) S is quasi-finite over R.
(2) For every prime P ⊂ R, Spec(S ⊗R k(P )) is a discrete space.
(3) For every prime P ⊂ R, S ⊗R k(P ) is Artinian.
(4) For every prime P ⊂ R, Spec(S ⊗R k(P )) is a finite set.
(5) For every prime P ⊂ R, S ⊗R k(P ) is finite over k.

Proof. The equivalence (1) ⇔ (2) is an immediate consequence of the def-
inition and (9.1.2). The equivalences of the remaining statements is simply the
content of (9.1.1). �

zariski-prinicipal-open-quasi-finite Corollary 9.1.6. Let S be a finite R-algebra. Then, for a ∈ S, Sa is quasi-
finite over R.

Proof. Just observe that, for every prime P ⊂ R, Spec(Sa ⊗R k(P )) is an
open subset of Spec(S ⊗R k(P )). �

The goal of this chapter is the following Theorem which is a sort of converse to
the Corollary above. For geometric applications of this Theorem, see [AG, 5 ].

zariski-main-thm Theorem 9.1.7 (Main Theorem of Zariski). Let R be a ring, S an R-algebra
of finite type, R′ the integral closure of R in S, and Q a prime in S. If B is quasi-
finite over R at Q, then there exists a ∈ R′ \Q such that the natural map R′a → Sa
is an isomorphism.

The proof of this Theorem is very involved and will be the content of the whole
of the next section.

2. Proof of Zariski’s Main Theorem

We will prove a series of lemmas that will culminate in a proof of the Main
Theorem.
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zariski-integrally-closed-monogenic Lemma 9.2.1. Let (R,m) be a local ring with residue field k = R/m. Suppose
S = R[α] is an R-algebra generated by one element α ∈ S such that R ⊂ S, and
suppose also that R is integrally closed in S. Then S is quasi-finite over R at some
prime Q lying over m if and only if S = R.

Proof. One direction is trivial. For the non-trivial one, suppose S is quasi-
finite over R at some prime Q lying over m; then it suffices to show that α is
integral over R. For this, first observe that, if α is the image of α in S/mS, then
S/mS = k[α] is quasi-finite over k at Q, the image of Q in k[α]. This of course
means that α is algebraic over k, since the polynomial ring over k contains no
primes that are simultaneously maximal and minimal. Given this, we see that k[α]
is in fact finite over k.

Therefore, there is some monic polynomial p(t) ∈ R[t] such that p(α) ∈ mS
(just pick one whose image in k[t] is the minimal polynomial for α over k). Let
β = 1 + p(α); then, α is clearly integral over T = R[β], and so it suffices to show
that β is in R.

Next note that the image β of β in T/mT is integral over k. Indeed, the map
SpecS/mS → SpecT/mT is surjective, since S is finite over T , and so SpecT/mT
is finite, which, by lemma (9.1.1, means that T/mT is finite over k. Moreover, we
claim that β is invertible in T/mT . Indeed, if β were contained in some prime ideal
P of T/mT , then we can find a prime ideal P ′ of S/mS lying over P , and so the
image of β in S/mS will lie in P ′. But the image of β in S/mS is 1, which makes
this scenario impossible.

So we see that there is a monic polynomial q(t) ∈ R[t] such that q(β) ∈ mT , and
also such that the constant term q0 of q(t) is a unit (take any monic polynomial
mapping to the minimal polynomial for β over k; q0 must be a unit, since β is
invertible in T/mT ). Therefore, there is a polynomial r(t) ∈ mR[t] such that
q(β) = r(β). But now, (q − r)(β) = 0, and the constant term u = q0 − r0 of
(q − r)(t) is a unit, since q0 /∈ m and r0 ∈ m. In sum, we have a polynomial
expression

amβ
m + am−1β

m−1 + . . .+ u = 0,

where ai ∈ R, for 1 ≤ i ≤ m, and u ∈ R is a unit. This implies that β is a unit
in S, and also that β−1 is integral over R (just multiply the polynomial equation
above by u−1β−m to find a monic polynomial over R vanishing on β−1).

But now, since R is integrally closed β−1 ∈ R. It is not possible that β−1 ∈ m,
since, in this case, β−1 will not be invertible in S. Therefore β−1 is a unit in R,
and so β lies in R. This completes our proof. �

zariski-domain-containing-polynomial-ring Lemma 9.2.2. Let R ⊂ S be a tower of domains, and suppose S contains the
polynomial ring R[t], and is integral over R[t]. Then S is nowhere quasi-finite over
R.

Proof. We need to show that there is no prime Q ⊂ S that is both maximal
and minimal in its fiber ring S⊗Rk(P ), where P = Q∩R. So it suffices to show that
no prime Q ⊂ S that is maximal in its corresponding fiber ring is also minimal in
it. In this situation, we need to find a prime Q∗  Q that also lies over P = Q∩R.

First assume that R and S are normal domains, and let P1 = R[t] ∩Q. Since
S is integral over R[t], P1 is also maximal in the fiber ring R[t]⊗R k(P ) = k(P )[t],
and therefore P1 strictly contains the prime ideal P [t] ⊂ R[t]. In this case, R[t] is
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also normal (4.3.17), and so we are in a situation to apply Going Down (4.6.3) to
conclude that there is a prime Q∗  Q of S.lying over P [t] and thus over P .

In the general case, let R′ and S′ be the integral closures of R and S, respec-
tively, in their quotient fields. Let P ′ be a prime in R′ lying over P and let Q′ be
a prime in S′ lying over Q. Then, by the case considered in the paragraph above,
there is a prime Q′∗  Q′ contracting to P ′, and then taking Q∗ = Q′∗ ∩ S gives
us what we want (observe that Q∗ 6= Q by incomparability (4.4.7). �



CHAPTER 10

Regular Sequences and Depth

chap:rrrs
Note on Notation 9. In this chapter, all rings will be Noetherian and all

modules will be finitely generated. As usual, R will denote a (Noetherian) ring,
and M an R-module, finitely generated, of course.

1. Regular Sequences

rrrs-defn-reg-seq Definition 10.1.1. If M is an R-module, and I ⊂ R is an ideal, then an M -
sequence in I is an ordered subset x = {x1, . . . , xr} ⊂ I that satisfies the following
conditions:

(1) M/xM 6= 0, where xM denotes the module (x1, . . . , xr)M .
(2) For every i ∈ {1, . . . , r}, xi /∈ Z(M/(x1, . . . , xi−1)). By convention, this

means that x1 /∈ Z(M).
If x only satisfies condition 2, then we say it is a weak M -sequence.

Remark 10.1.2. Observe that x is an M -sequence in I iff for all i < r,
{xi+1, . . . , xr} is an M/(x1, . . . , xi)M -sequence in I.

Note on Notation 10. If x /∈ Z(M), then we say that x is M -regular. For
example, one can rephrase the second requirement for an M -sequence as requiring
xi to be M/(x1, . . . , xi−1)M -regular. More generally, if x is a (weak) M -sequence,
then we may also say that x is (weakly) M -regular.

In some sense, M -sequences act as a co-ordinate system for M : they cut out
the right dimension, as the following Proposition illustrates.

rrrs-reg-seq-dim-by-one Proposition 10.1.3. If R is a local ring, and x ⊂ I is a weak M -sequence in
I, then for every i ∈ {1, . . . , r} we have

dimM/(x1, . . . , xi) = dimM − i.

Proof. We’ll prove this by induction on r. Observe from (6.2.12) that for
any x /∈ Z(M) we have dimM/xM = dimM − 1. So the base case holds. Now,
by the remark after Definition (10.1.1), we see that {x2, . . . , xr} is an M ′-regular
sequence, where M ′ = M/x1M . By the inductive hypothesis, we have

dimM ′/(x2, . . . , xi) = dimM ′ − (i− 1).

But M ′/(x2, . . . , xi) = M/(x1, . . . , xi), and so we have the equality we seek. �

rrrs-reg-seq-flat-ext Proposition 10.1.4. Suppose x ⊂ I is a weak M -sequence in I, f : R→ S is
a ring map, and N is an S-module flat over R. Then, f(x) is a weak (M ⊗ N)-
sequence in IS. If x(M ⊗N) 6= M ⊗N , then x is an M -sequence and f(x) is an
(M ⊗N)-sequence in IS. If N is faithfully flat over R, then f(x) is an (M ⊗N)-
sequence if and only if x is an M -sequence.

127
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Proof. Observe that for any ideal J ⊂ R, N/JN is flat over R/J . In partic-
ular, if x /∈ Z(M/JM), then x /∈ Z((M ⊗N)/J(M ⊗N)), since

(M ⊗N)/J(M ⊗N) = M/JM ⊗R/J N/JN,
and tensoring with N/JN preserves injections. This means, in particular, that
for i ∈ {1, . . . , r}, xi /∈ Z((M ⊗ N)/(x1, . . . , xi−1)(M ⊗ N). So x ∈ IS satisfies
condition 2 for being an (M ⊗N)-sequence, and is thus a weak (M ⊗N)-sequence.
The second statement follows immediately from this.

For the last assertion, the ‘if’ part was taken care of above; so we’ll look at the
‘only if’ part. By induction on the length of x, we reduce this to the case where
x = {x}, for some x ∈ I. So, we see that the sequence

0→M ⊗R N
x⊗1−−−→M ⊗R N

is exact, which, by the definition of faithful flatness (3.6.4), implies that the sequence

0→M
x−→M

is also exact. �

rrrs-reg-seq-loc Corollary 10.1.5. If x ⊂ I is a weak M sequence in I, and U ⊂ R is a
multiplicative set, then U−1x ⊂ U−1I is a weak U−1M -sequence. If U = R \ P for
some prime P , and I ⊂ P , then xP ⊂ IP is in fact an MP -sequence in IP .

Proof. Most of this follows from the Proposition and the fact that U−1R is
a flat extension of R. For the second statement, just note that xPMP ⊂ PPMP 6=
MP , unless MP = 0, by Nakayama’s lemma. �

rrrs-reg-seq-comp Corollary 10.1.6. If (R,m) is a local ring, and x is an M -sequence in I,
then x ⊂ IR̂ is an M̂ -sequence in IR̂.

Proof. It suffices to show that xM̂ 6= M̂ . But this again follows from
Nakayama’s lemma, since x ⊂ m̂. �

In general, a re-ordering of anM -sequence need not be regular, but the situation
is better when we’re in a local ring, or, more generally, when our ideal I lies in the
Jacobson radical of M .

rrrs-reg-seq-transpose Lemma 10.1.7. If I ⊂ Jac(R), and {x1, x2} ⊂ I is an M -regular sequence,
then so is {x2, x1}.

Proof. There are two things that can go wrong: either x2 ∈ Z(M), or x1 ∈
Z(M/x2M). Let’s take them on one at a time.

Let N = (0 :M x2). If 0 6= m ∈ N , then x2m = 0 ∈ x1M . Since x2 /∈
Z(M/x1M), it follows that m = x1n, for some n ∈ M . But now x1(x2n) =
x2(x1n) = 0, and so, since x1 /∈ Z(M), we see that x2n = 0. Thus, we have
n ∈ N , and so N = x1N . By Nakayama’s lemma, we then see that N = 0, and so
x2 /∈ Z(M).

Now, suppose m ∈ M is such that x1m = x2n ∈ x2M . Then, we have n ∈
(x1M :M x2), and since x2 /∈ Z(M/x1M), we see that n ∈ x1M . So we can find
n′ ∈M such that n = x1n

′. But then x1(m−x2n
′) = 0, which, because x1 /∈ Z(M),

implies that m = x2n
′ ∈ x2M . Therefore, x1 /∈ Z(M/x2M). �

rrrs-reg-seq-permute Proposition 10.1.8. If I ⊂ Jac(R), and x ⊂ I is an M -sequence, then any
permutation of x is also an M -sequence.
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Proof. Since every permutation is a composition of transpositions of adjacent
elements, it’s enough to prove that every switch between adjacent elements of an
M -sequence still gives an M -sequence. That is, we want to show that if {x1, . . . , xr}
is anM -sequence, then so is {x1, . . . , xi, xi−1, . . . , xr}. But this follows immediately
from the Lemma above, and the remark after Definition (10.1.1). �

2. Flatness

Quotients by regular sequences have striking flatness properties with respect
to the modules for which the sequences are regular. We will explore some of these
in this section.

rrrs-reg-seq-almost-flat Lemma 10.2.1. If x is a weak M -sequence, and we have an exact sequence

N2
φ2−→ N1

φ1−→ N0
φ0−→M → 0,

then the sequence

N2/xN2 → N1/xN2 → N0/xN0 →M/xM → 0,

is also exact.

Proof. By induction on the length of x it suffices to show this for the sequence
{x}, where x is M -regular. Since tensoring with R/(x) is right exact, it suffices
to show exactness at N1/xN1. Let u ∈ N1 be such that φ1(u) = xn, for some
m ∈ N0. Then, we see that xφ0(n) = 0. Since x is M -regular, this implies that
φ0(n) = 0, and so n = φ1(v), for some v ∈ N1. But then φ1(xv − u) = 0, and so
xv − u = φ2(a), for some a ∈ N2. This shows that u = φ(a) ∈ N1/xN1, and so the
sequence is indeed exact. �

rrrs-reg-seq-pres-complexes Proposition 10.2.2. Suppose we have an exact complex

N• : . . . Ni
φi−→ Ni−1

φi−1−−−→ . . .
φ1−→ N0

φ0−→ N−1 → 0,

and suppose x ⊂ R is a weak Ni-sequence, for all i ≥ −1, then N•⊗R/xR is again
exact.

Proof. Again, we induct on the length of x. For length 1, it’s easy, since x is
Ni-regular only if it’s also imφi+1-regular. So we just apply the lemma to all exact
sequences of the form:

Ni
φi−→ Ni−1

φi−1−−−→ Ni−2
φi−2−−−→ imφi−2 → 0.

�

rrrs-reg-seq-fiber-reg-all Corollary 10.2.3. Let f : (R,m) → (S, n) be a local homomorphism of local
rings. Let P be an R-module, and let N be an S-module that’s flat over R. Suppose
y ⊂ n is an N/mN -regular sequence.

(1) y is also P ⊗R N -regular.
(2) N/yN is also flat over R.

Proof. (1) Using an inductive argument, it suffices to prove this for the
case where y = {y} is a one-element sequence. Observe that we have

mi(P ⊗N)/mi+1(P ⊗N) ∼=
(
miP/mi+1P

)
⊗N ∼= kr ⊗N ∼= (N/mN)r,

for some r ∈ N. Now, since y is N/mN -regular, it follows that it is also
mi(P ⊗ N)/mi+1(P ⊗ N)-regular, for all integers i ≥ 0. Suppose y is a
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zero divisor of P ⊗ N , and let 0 6= z ∈ P ⊗ N be such that yz = 0.
Then, by Krull’s Intersection theorem (2.2.9), there is an i ∈ N such that
z ∈ mi(P ⊗N), but z /∈ mi+1(P ⊗N). This implies that y is a zero divisor
of mi(P ⊗N)/mi+1(P ⊗N), which contradicts what we found above. This
shows that y is P ⊗N -regular.

(2) By (3.4.2), it suffices to show that the map

m⊗R N/yN → N/yN

is a monomorphism. This follows from part (1) and the Proposition.
�

rrrs-req-seq-tor Corollary 10.2.4. Let M be an R-module, and let x ⊂ R be a sequence that
is both weakly R-regular and weakly M -regular. Then, for any R/xR-module N ,
we have an isomorphism of complexes of R-modules:

TorR/xR• (N,M/xM) ∼= TorR• (N,M).

Proof. Let F• be a free resolution of M over R. Then the Proposition tells us
that F• ⊗R R/xR is also a free resolution of M/xM over R/xR. This shows that

TorR/xR• (N,M/xM) = H•(N ⊗R/xR (F• ⊗R R/xR))

= H•(N ⊗R F•)

= TorR• (N,M).

�

rrrs-splicing-criterion Corollary 10.2.5 (Splicing Criterion). Let f : (R,m) → (S, n) be a local ho-
momorphism of local Noetherian rings, and let M be a finitely generated S-module.
Let t ∈ m be a non-zero divisor for R and M . Then M is flat over R if and only
if M/tM is flat over R/(t).

Proof. The only if direction, as always, is trivial. Using the Local Criterion
for flatness (3.4.2), we see that M is flat if and only if TorR1 (R/m,M) = 0. But
now since M/tM is flat over R/(t), we see that TorR/(t)1 (R/m,M/tM) = 0. Now
our result follows from the previous Corollary. �

We finish this section with another result associating certain flatness properties
to quotients by regular sequences, and also illustrates a general method for proving
statements about regular sequences.

rrrs-reg-seq-m-flat Proposition 10.2.6. Let x ⊂ R be a weak M -sequence.
(1) The map xR⊗RM →M is a monomorphism.
(2) TorR1 (R/xR,M) = 0
(3) If x is also R-regular, then TorRn (R/xR,M) = 0, for all n ∈ N.

Proof. Observe that (1) and (2) are equivalent. We’ll prove (1) now. Suppose
for now that R is local, and that x is in fact an M -sequence.

Now, by (10.1.8), every permutation of x is also an M -sequence. Assume that
we had a relation in M of the form

xi1m1 + . . .+ xisms = 0,

with xik ∈ x.
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We will prove, by induction on s, that
∑s
k=1 xik ⊗mk = 0. When s = 1, this

is clear, since xi1 is M -regular. So suppose s > 1; we then find that

xi1m1 ∈ (xi2 , . . . , xis)M.

Since xi1 is M/(xi2 , . . . , xis)M -regular, we find that m1 ∈ (xi2 , . . . , xis)M , and so
there exist nk ∈M such that m1 =

∑s
k=2 xiknk. This gives us the relation:

s∑
k=2

xik(xi1nk +mk) = 0.

By the induction hypothesis, this means that we have

0 =
s∑

k=2

xik ⊗ (xi1nk +mk)

=
s∑

k=2

xi1 ⊗ xiknk +
s∑

k=2

xik ⊗mk

= xi1 ⊗ (
s∑

k=2

xiknk) +
s∑

k=2

xik ⊗mk

=
s∑

k=1

xik ⊗mk.

Now, we discard the local hypothesis. For any prime P ⊂ R, either x ⊂ P , in
which case, x is an MP -sequence, by (10.1.5), and so from our local result, we find
that

xRP ⊗MP →MP

is a monomorphism.
If x * P , then xRP = RP , in which case the map above is already an isomor-

phism. So all the localizations of the map xR⊗M →M are injective, which means
that the map itself is injective.

Now, we move on to (3). Suppose now that x is also weakly R-regular. We’ll
prove the statement by induction on the length r of x. If r = 1, since x1 /∈
Z(R) ∪ Z(M), we know that

TorRn (M,R/(x1)) = 0, for n ≥ 1.

Note that this assumes knowledge of the simple computation of Tor in this case,
using the free resolution

0→ R
x1−→ R→ R/(x1)→ 0

So suppose now that r > 1; let x′ = {x1, . . . , xr−1}. Since xr is R/x′R-regular, we
have a short exact sequence:

0→ R/x′R xr−→ R/x′R→ R/xR→ 0.

If we look at the long exact sequence of TorR• (M, ) corresponding to this short
exact sequence, then we find exact sequences of the form

TorRn (M,R/x′R)→ TorRn (M,R/xR)→ TorRn−1(M,R/x′R).

By the induction hypothesis TorR• (M,R/x′R) vanishes for n > 0. So we see
that TorR• (M,R/xR) also vanishes for n > 1. The n = 1 case was dealt with in the
last part. �
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3. Quasiregular Sequences

We saw in Section 1 of Chapter 2 that whenever we have an ideal I ⊂ R
generated by d elements x1, . . . , xd ∈ I, we can equip the R-module M with the
natural I-adic filtration and obtain a surjection

(M/IM) [T1, . . . , Td]→ grI(M).

The question of when this is an isomorphism, as we noted earlier, is very important,
and is tightly connected with the notion of regular sequences.

Definition 10.3.1. A sequence x ⊂ R of length d is M -quasiregular if xM 6=
M , and the natural surjection

(M/xM) [T1, . . . , Td]→ grx(M)

is an isomorphism.

Before we prove anything about the existence and properties of such sequences,
let’s set up the notation. Given an R-module M and a sequence x ⊂ R of length
d such that xM 6= M , we denote the natural surjection discussed above by ϕx

M .
Also, we have an associated surjection

Φx
M : M [T1, . . . , Td] −→ B(x,M)

m · p(T1, . . . , Td) 7→ p(x1, . . . , xd)m

where B(x,M) = ⊕n≥0xnMtn denotes the blow-up module associated with the
natural x-adic filtration on M . This gives us the following commutative diagram
of graded R[T1, . . . , Td]-modules, with exact rows and columns.

M [T1, . . . , Td]
Φx
M> B(x,M) > 0

(M/xM) [T1, . . . , Td]

π

∨ ϕx
M> grx(M)

π′

∨
> 0

0
∨

0
∨

From the commutative diagram, we see that ϕx
M is injective (and thus an isomor-

phism) if and only if whenever Φx
M (F ) ∈ kerπ′, we have F ∈ kerπ. Now, observe

that kerπ = (xM) [T1, . . . , Td] and kerπ′ = xB(x,M). So we now give an alternate
description of quasiregularity:

Definition 10.3.2 (Quasiregularity Bis). A sequence x ⊂ R of length d is
M -quasiregular if xM 6= M , and if, with the notation as in the discussion above,
we have

Φx
M
−1(xB(x,M)) = (xM) [T1, . . . , Td].

In fact, we can do better. Suppose Φx(F ) ∈ kerπ′ with degF = n; then we
can find Gi ∈ M [T1, . . . , Td] of degree n such that Φx(F ) =

∑
i xiΦx(Gi). Let

G′i = xiGi, and set G =
∑
iG
′
i; then G ∈ kerπ, and moreover Φx(F −G) = 0. So
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to show that F ∈ kerπ, it suffices to show that F −G ∈ kerπ. This gives us a third
characterization of quasiregularity.

Definition 10.3.3 (Quasiregularity Part Trois). A sequence x ⊂ R of length
d is M -quasiregular if xM 6= M , and if, with the notation as above, we have

ker Φx
M ⊂ (xM) [T1, . . . , Td].

Remark 10.3.4. We can rephrase this in the following way: a sequence x is
quasiregular if, for every F such that Φx

M (F ) = 0, F has its coefficients in xM .

rrrs-quasireg-reg-elt Proposition 10.3.5. Suppose x ⊂ R is an M -quasiregular sequence; then, if
a ∈ R is M/xM regular, then it is also M/xrM -regular, for all r ∈ N.

Proof. As always, the answer’s induction; this time on r. The case r = 1 is
our hypothesis; so we can assume r > 1. Let y ∈M be such that ay ∈ xrM . Then,
by induction, y ∈ xr−1M . Now, there is some element F ∈M [T1, . . . , Td] (where d
is the length of x) of degree r − 1 such that Φx

M (F ) = ytr−1. By our assumption,
we find that Φx

M (aF ) ∈ xB(x,M). So, since x is quasiregular, aF must have its
coefficients in xM . Since a is M/xM -regular, this means that F must also have
its coefficients in xM , which implies that ytr−1 ∈ xB(x,M). But then y ∈ xrM ,
which shows that a is M/xrM -regular. �

Before we move on to the next (very important) Theorem, let’s fix some more
notation. Suppose x ⊂ R is a sequence of length d > 1. Let z ⊂ x be any
subsequence indexed by some subset {i1, . . . , ik} ⊂ {1, . . . , d}; then we have the
following commutative diagram:

M [Ti1 , . . . , Tik ]
Φz
M> B(z,M)

M [T1, . . . , Td]
∨ Φx

M> B(x,M)
∨

So, for any element G ∈M [Ti1 , . . . , Tik ], we’ll speak interchangeably of Φx
M (G) and

Φz
M (G).

rrrs-regular-quasiregular Theorem 10.3.6 (Rees). Any M -regular sequence x is also M -quasiregular.

Proof. We’ll be using both characterizations of quasiregularity that we gave
after the original one. Let d be the length of x: we’ll do induction on d. Suppose
d = 1, and suppose Φx

M (F ) = 0, for some homogeneous element mTn1 ∈ M [T1].
This implies that xn1m = 0 ∈M ; but then m = 0, since x1 is M -regular. So we see
in fact that M [T1] ∼= B(x1,M) (we’ll have more to say about this later). Thus we
can assume d > 1. Let z = {x1, . . . , xd−1}: by induction z is M -quasiregular.

Now, suppose F ∈ ker Φx
M : write F in the formG+TdH, whereG ∈M [T1, . . . , Td−1]

is of degree n, and H ∈M [T1, . . . , Td] is of degree n− 1.
Let y ∈ xn−1M be such that Φx

M (H) = ytn−1; then we see that

xdyt
n = xdΦx

M (H)t = −Φx
M (G) ∈ znMtn ⊂ B(z,M).

Hence, xdy ∈ znM ; but since xd is M/zM -regular, and z is M -quasiregular, by
induction, the Lemma above tells us that xd is also M/znM regular, and so we
must have y ∈ znM . But this implies that Φx

M (H) is contained in kerπ′, and we
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can now do an induction on the degree n to conclude that H has its coefficients in
xM (the n = 0 case is trivial). Now, it also follows that Φz

M (G) is contained in
kerπ′, and by the induction hypothesis on d, we conclude that G has its coefficients
in zM , and hence in xM .

All this combines to assure us that F also has its coefficients in xM . �

Here’s a nice consequence of the Theorem.

rrrs-ideal-reg-seq-free Corollary 10.3.7. Suppose I ⊂ R is generated by an R-regular sequence of
length d. Then I/I2 is free over R/I of rank d, and for every n ∈ N, we have
Symn(I/I2) ∼= In/In+1.

Proof. Immediate from the theorem. �

Since quasiregular sequences remain quasiregular under permutations, we can-
not expect every quasiregular sequence to be regular. But, as one could have
guessed, the local situation is better. First we need a lemma.

rrrs-quasireg-tail-quasireg Lemma 10.3.8. Let x ⊂ R be an M -quasiregular sequence of length d > 1.
(1) For any r ∈M , and any n ∈ N, x1r ∈ xnM if and only if r ∈ xn−1M .
(2) Let y = {x2, . . . , xd}; then y is M/x1M -quasiregular.

Proof. (1) We’ll prove this by induction n. When n = 1, the statement
is trivial; so suppose n > 1. Then, by the induction step, we see that r ∈
xn−2M . Hence, we can find a homogeneous element H ∈ M [T1, . . . , Td]
of degree n − 2 such that Φx

M (H) = rtn−2 and such that Φx
M (T1H)t =

Φx
M (G), for some G ∈ M [T1, . . . , Td] of degree n. Using Euler’s formula,

we can write G =
∑
i TiGi, for some Gi of degree n−1. Let G′ =

∑
i xiGi;

then we find that Φx
M (T1H − G′) = 0. Since x is M -quasiregular, this

implies that T1H −G′ has its coefficients in xM . Now, G′ already has its
coefficients in xM , and therefore so also must T1H. But then H also has
its coefficients in xM , thus implying that r ∈ xn−1M .

(2) Let M ′ = M/x1M ; first observe that

yM ′ = (y + x1)M/x1M = xM/x1M 6= M ′,

since xM 6= M by hypothesis.
Suppose now thatΦy

M ′(F ) = 0, for some homogeneous F ∈M ′[T2, . . . , Td]
of degree n. We can findG ∈M [T2, . . . , Td] of degree n such thatG goes to
F under the natural projection from M [T2, . . . , Td] to M ′[T2, . . . , Td]. To
say that Φy

M ′(F ) = 0 is equivalent to saying that Φx
M (G) ∈ (ynM ∩ x1M) tn.

This follows from the following simple observation:

ynM ′ = (ynM + x1M) /x1M ∼= ynM/ (ynM ∩ x1M) .

Now, let r ∈ M be such that Φx
M (G) = x1rt

n, and let k ∈ N be
maximal such that r ∈ xkM (set k = ∞ if there is no maximal such
number). Observe that, by the first part, since x1r ∈ xnM , we must have
k ≥ n − 1. So we can find H ∈ M [T1, . . . , Td] of degree n − 1 such that
Φx
M (H) = rtn−1. Let H ′ = T1H; then we find that

Φx
M (G−H ′) = x1rt

n − x1rt
n = 0.

Hence G − H ′ has its coefficients in xM . But observe that G does not
depend on T1; hence G and H ′ can have no common monomials, and it
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follows that both G and H ′ separately have their coefficients in xM . In
particular, F will have its coefficients in yM ′. This finishes the proof.

�

rrrs-i-separated-quasireg-reg Proposition 10.3.9. Let x ⊂ R be any sequence, and let I = xR. Suppose
that for every 1 ≤ i ≤ d, M/(x1, . . . , xi)M is separated under the I-adic filtration.
Then x is M -regular if and only if it is M -quasiregular.

Proof. One direction was proved in (10.3.6). For the other, we’ll use induction
on the length d of the sequence. For the base case, suppose x is an M -quasiregular
element. Suppose xm = 0, for some 0 6= m ∈M ; then we find that ΦxM (mT1) = 0,
and so m ∈ xM . Continuing this way, we find that m ∈ ∩n≥1x

nM = 0. Therefore,
x is M -regular. Now, suppose d > 1; then, by the lemma, y = {x1, . . . , xd−1} is
M/x1M -quasiregular, and hence, by induction, it is M/x1M -regular. To finish our
proof, it suffices to show that x1 is M -regular. This follows exactly as in the case
for the sequence of length 1. �

rrrs-local-quasireg-reg Corollary 10.3.10. Suppose (R,m) is a local ring, and let x ⊂ R be any
sequence. Then x is M -regular if and only if it is M -quasiregular.

Proof. Follows from the Proposition above and Krull’s Intersection theorem
(2.2.9). �

With this in hand, we can give some useful characterizations of quasiregular
sequences.

rrrs-quasireg-iff-loc-reg Theorem 10.3.11. Let x ⊂ R be a sequence. The following statements are
equivalent:

(1) x is M -quasiregular.
(2) For every prime P ⊂ R containing x, the image of x in RP is MP -regular.
(3) For every maximal ideal m ⊂ R containing x, the image of

Proof. Note that the map ϕx
M is an isomorphism if and only if each of its

localizations at the maximal ideals of R is an isomorphism. If a maximal ideal m
does not contain x, then both the domain and the range of ϕx

Mm are 0. If x ⊂ m,
then the previous Corollary tells us that the image of x in Rm is Mm-regular if and
only if it is Mm-quasiregular. From this, we obtain (1)⇔ (2)⇔ (3). �

The next Corollary gives yet another characterization of quasiregular sequences.

rrrs-gr-reg-iff-quasireg Corollary 10.3.12. Let x ⊂ R be a sequence, and let ξ be its image in
xR/x2R ⊂ grx(R). For an R-module N , let N̂ denote the completion of N with
respect to the x-adic filtration. Then the following statements are equivalent.

(1) x is M -quasiregular.
(2) ξ is grx(M)-regular.
(3) x is M̂ -regular.

Proof. (1)⇔ (2): If x is M -quasiregular, then ξ acts on grxR(M)
like the canonical set of generators of a polynomial algebra, and is thus
grx(M)-regular.

For the converse, by the last Theorem, we can assume that (R,m) is
local, and show that ξ being grx(M)-regular implies that x is M -regular,
for any sequence x ⊂ m. For this, we’ll use induction on the length d of
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x. If d = 1, then this is clear; so assume d > 1, and let y = {x2, . . . , xd}.
Let R′ = R/(x1), and let M ′ = M/x1M .

By (2.1.17), we observe that

gryR′(R
′) = grx(R)/(ξ1), and

gryR′(M
′) = grx(M)/ξ1 grx(M).

Hence, by induction, we find that the image of y in R′ is M ′-regular. So it
suffices to show now that x1 is M -regular. Were this not so, there would
be 0 6= m ∈ M such that x1m = 0. Since x ⊂ m, the x-adic filtration on
M is separated, and so in(m) 6= 0. But then ξ1 in(m) = 0, contradicting
the fact that ξ1 is a grx(M)-regular element.

(2)⇔ (3): Observe that, for everyR-moduleN , N̂ is separated when equipped
with the x-adic filtration. Moreover, for any ideal I ⊂ R, M̂/IM̂ ∼=
M̂/IM (5.3.3) is again complete and hence separated. In particular, M̂
satisfies the hypotheses of (10.3.9) with respect to x, and hence x is M̂ -
regular if and only if it is M̂ -quasiregular. Now the equivalence follows
from the equivalence (1)⇔ (2) shown above and the isomorphism

grx(M) ∼= grx(M̂)

shown in (5.1.7).
�

To round off this section, we present several criteria for a system of parameters
in a local ring to be a regular sequence.

rrrs-sop-reg-seq-criteria Theorem 10.3.13. Let (R,m) be a local ring, and let q ⊂ R be an ideal of
definition for M , generated by a system of parameters x ⊂ m of length d. Let ξ
be the image of x in q/q2 ⊂ grq(R), and let M̂ be the completion of M along xR.
Then the following are equivalent:

(1) x is M -regular.
(2) x is M -quasiregular.
(3) x is M̂ -regular.
(4) ξ is grq(M)-regular.
(5) χq

M (n) = l(M/qM)
(
n+d
d

)
.

(6) ∆dχq
M = l(M/qM).

Moreover, if any (hence every one) of these conditions is true, then we have dimM =
d, and x is a minimal system of parameters for M .

Proof. (1) ⇔ (2) follows from (10.3.10), (2) ⇔ (3) ⇔ (4) follows from
(10.3.12), and, finally, we get (2)⇔ (5)⇔ (6) from (2.3.25). For the last couple of
assertions, observe that dimM = degχq

M , by (6.2.8); moreover, dimM is also the
minimal length of a system of parameters for M . This gives us the Theorem. �

4. Grade and Depth

In this section, we’ll introduce the powerful homological methods discovered,
among others, by Auslander-Buchsbaum (that’s two different people) and Serre.
In the next chapter, we’ll look at another homological method of characterizing
regular sequences using Koszul complexes, and in Chapter 18, we’ll see yet another
homological characterization of regular sequences using local cohomology.
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Definition 10.4.1. If IM 6= M , then an M -sequence x in I is maximal if
I ⊂ Z(M/xM). That is, if we cannot extend the sequence any further within I.

It so happens that all maximal M -sequences in an ideal I have the same length.
This gives us a very important invariant of ideals and local rings that will be the
object of discussion in this section. We need some preliminaries before that.

rrrs-ass-of-hom Lemma 10.4.2. If M and N are finitely generated modules over a Noetherian
ring R, then

Ass HomR(M,N) = SuppM ∩AssN.

Proof. Observe that all the sets involved behave well under localizations.
Moreover, by (3.1.12), we have HomR(M,N)P = HomRP

(MP , NP ), for all primes
P ⊂ R. So we can assume that R is local with maximal ideal m. We just have to
show that m is in the set on the right hand side iff it’s also in the set on the left
hand side. Note that m ∈ SuppM always, unless M = 0, in which case the equality
follows trivially.

Suppose first that m ∈ Ass HomR(M,N); then we have 0 6= φ : M → N such
that aφ = 0, for all a ∈ m. Now, just choose any m ∈M such that φ(m) 6= 0. Then
we’ll have ann(φ(m)) = m, and so m ∈ AssN .

Now, suppose that m ∈ AssN . Then we have an embedding R/m ↪→ N . Now,
since M/mM 6= 0, by Nakayama, and it’s a module over the field R/m, we have
a surjection M/m → R/m, which gives us a surjection M → R/m. Consider the
composition

φ : M → R/m→ N.

This is non-zero, yet m ⊂ ann(φ). So we see that m ∈ Ass HomR(M,N). �

The observation that follows is crucial in characterizing maximal sequences
invariantly.

rrrs-reg-elt-hom-vanish Corollary 10.4.3. With M and N as in the Proposition, HomR(M,N) = 0
iff ann(M) contains an N -regular element.

Proof. In one direction, suppose ann(N) contains an N -regular element x.
Then, for all φ ∈ HomR(M,N), we have xφ = 0. But x is N -regular; so φ = 0.

For the other direction, assume ann(M) contains no N -regular elements. This
says that ann(M) ⊂

⋃
P∈AssN P . So there is some P ∈ AssN such that ann(M) ⊂

P . But then P ∈ SuppM ∩ AssN , which, by the Lemma above, implies that
P ∈ Ass HomR(M,N), and so HomR(M,N) 6= 0. �

rrrs-ext-hom-isomorph Lemma 10.4.4. If M and N are finitely generated R-module, and x = {x1, . . . , xr}
is a weak M -sequence in ann(N), then

ExtrR(N,M) ∼= HomR(N,M/xM).

Proof. We’ll do this by induction on r. For r = 0, this is trivial. So assume
that r > 0. Let xi = {x1, . . . , xi}. We will show by induction on i that

ExtiR(N,M/xr−iM) ∼= HomR(N,M/xM),

which will finish our proof. For i = 0, this is again trivial. So assume i > 0, and
consider the short exact sequence

0→M/xr−iM
xr−i+1−−−−→M/xr−iM →M/xr−i+1M → 0.
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The long exact sequence of Ext•R(N, ) corresponding to this gives us the fol-
lowing exact sequence

0→ Exti−1
R (N,M/xr−i+1M)→ ExtiR(N,M/xr−iM)

xr−i+1−−−−→ ExtiR(N,M/xr−iM).

This needs a little more explanation: the zero on the left hand side corresponds
to Exti−1

R (N,M/xr−iM). By the induction hypothesis on r, this is isomorphic to
HomR(N,M/xr−1M), which is 0, by Corollary (10.4.3), since xr ∈ ann(N) is
M/xr−1M -regular.

Now, since xr−i+1 ∈ ann(N), the map on the right is 0, giving us the isomor-
phism

ExtiR(N,M/xr−iM) ∼= Exti−1
R (N,M/xr−i+1M) ∼= HomR(N,M/xM).

This finishes our induction, and thus our proof. �

Note on Notation 11. We denote by V (I) the set of primes in R containing
I.

rrrs-max-seq-same-length Theorem 10.4.5 (Definition). If IM 6= M , then all maximal M -sequences
have the same length, which is called the grade of I with respect to M , and is
denoted grade(I,M). We have

grade(I,M) = min{i : ExtiR(R/I,M) 6= 0}.

Moreover, if IM = M , then ExtiR(R/I,M) = 0, for all i, and in this case we
set grade(I,M) =∞.

Proof. Assume that IM 6= M . Suppose x = {x1, . . . , xr} is a maximal M -
sequence in I. Set

xi = {x1, . . . , xi};
then, for i < r, since I = ann(R/I) contains the M/xiM -regular element xi+1, we
see by Corollary (10.4.3) that HomR(R/I,M/xiM) = 0. But then Lemma (10.4.4)
says that

ExtiR(R/I,M) = HomR(R/I,M/xiM) = 0.

Also, since x is maximal, we see that I contains no M/xM -regular elements,
and so by the same Corollary, we see that HomR(R/I,M/xM) 6= 0. Now, the
Lemma goes to work again to give us

ExtrR(R/I,M) = HomR(R/I,M/xM) 6= 0.

This finishes the proof of the first part.
Now, suppose IM = M ; we claim that this equivalent to saying that I +

ann(M) = R. Given this claim, we see that IM = M implies

ExtiR(R/I,M) = 0, for all i,

since Ext is linear in both variables, and both I and ann(M) annihilate Ext•R(R/I,M).
So it remains to prove the claim. Note that the proof of (6.2.4) tells us that

V (I + ann(M)) = V (ann(M/IM)). Hence

I + ann(M) = R⇔ V (ann(M/IM)) = ∅ ⇔ ann(M/IM) = R⇔M = IM.

�
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Definition 10.4.6. The depth of an ideal I ⊂ R is just grade(I,R), and is
denoted depth I.

If (R,m, k) is a local ring, and M is a finitely generated R-module, then we set

depthM = grade(m,M).

The theorem gives us a homological description of depthM .

rrrs-ext-descrip-depth Corollary 10.4.7. If M is a finitely generated module over a local ring (R,m, k),
then

depthM = min{i : ExtiR(k,M) 6= 0}.

Given an exact sequence

0→M ′ →M →M ′′ → 0,

of R-modules, we get the corresponding long exact sequence for Ext•R(R/I, ). This
gives us a number of inequalities between the grade of I with respect to the modules
in the sequence. We’ll list them in the following Proposition.

rrrs-grade-exct-seq Proposition 10.4.8. With the exact sequence as in the paragraph above, we
have the following inequalities:

(1) grade(I,M ′) ≤ min{grade(I,M), grade(I,M ′′) + 1}.
(2) grade(I,M) ≤ min{grade(I,M ′), grade(I,M ′′)}.
(3) grade(I,M ′′) ≤ min{grade(I,M)− 1, grade(I,M)}.

Proof. We’ll make extensive use of (10.4.5).
(1) For k < min{grade(I,M), grade(I,M ′′) + 1}, we have

ExtkR(R/I,M) = Extk−1
R (R/I,M ′′) = 0.

So from the long exact sequence of Ext, we find that ExtkR(R/I,M ′) = 0.
This implies the statement.

(2) For k < min{grade(I,M ′), grade(I,M ′′)}, we have

ExtkR(R/I,M ′) = ExtkR(R/I,M ′′) = 0.

Again, we get our result from the long exact sequence of Ext.
(3) For k < min{grade(I,M ′)− 1, grade(I,M)}, we have

Extk+1
R (R/I,M ′) = ExtkR(R/I,M) = 0.

From this the result follows.
�

The following Proposition tells us that knowing depth tells us everything about
grade.

rrrs-grade-min-depth Proposition 10.4.9. Suppose I ⊂ R is an ideal; then we can find P ∈ V (I)
such that grade(P,M) = grade(I,M). In particular, we have

grade(I,M) = min{depthMP : P ∈ V (I)}.

Proof. If IM = M , then we see that grade(P,M) = grade(I,M) = ∞, for
all P ∈ V (I). Assume therefore that IM 6= M , and pick a maximal M -sequence
x in I. Since I contains no M/xM -regular element, we know that there is some
P ∈ AssM/xM such that I ⊂ P . In this case, x is also a maximal M -sequence
in P , and so we see that grade(I,M) = grade(P,M). For the second statement,
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note that, by Proposition (10.1.5), we have that grade(P,M) ≤ depthMP . But we
see that PP ∈ AssMP /xMP , and so x is in fact a maximal MP -sequence in PP .
From this it follows that grade(I,M) = depthMP , from which the Proposition
follows. �

rrrs-grade-is-geometric Corollary 10.4.10. With all the notation as in the Proposition, we have

grade(I,M) = grade(rad(I),M).

Moreover, if J ⊂ R is another ideal, then

grade(I ∩ J,M) = min{grade(I,M), grade(J,M)}.

Proof. The statements follow from the Proposition and the following equali-
ties:

V (I) = V (rad I),

V (I ∩ J) = V (I) ∪ V (J).

Observe that one could also have obtained the first equality from [BHP, 1.10 ].
�

Depth, like dimension, decreases strictly when one quotients by a regular se-
quence.

rrrs-reg-seq-dep-by-one Proposition 10.4.11. If x is an M -sequence in I of length r, then

grade(I/x,M/xM) = grade(I,M/xM) = grade(I,M)− r.

Proof. For any R-module N , let N = N/xN . Then,

IM = (IM + xM)/xM = IM 6= M.

This tells us that I ·M = IM 6= M . Now, if x extends to a maximal M -sequence
{x1, . . . , xr, . . . , xn} in I, then {xr+1, . . . , xn} is a maximal M/xM -sequence in I.
From this, the second equality above follows immediately. For the first, we just
have to show that {xr+1, . . . , xm} is a maximal M/xM -sequence in I. But this is
immediate. �

rrrs-reg-seq-sop Proposition 10.4.12. If R is local, and M 6= 0, then every M -sequence in R
extends to a system of parameters for M . In particular, we have

depthM ≤ dimM.

Proof. From (10.1.3), we see that for any M -sequence x ⊂ R of length r, we
have

dimM/xM = dimM − r.
So given any system of parameters form M/xM , we get one for M , by adjoining x
to it. The inequality then follows immediately from (6.2.8). �

rrrs-grade-less-height Corollary 10.4.13. For any ideal I ⊂ R, we have

depth I ≤ ht I.

Proof. We have from Propositions (10.4.9) and (10.4.12) that

depth I = min{depthRP : P ∈ V (I)}
≤ min{dimRP : P ∈ V (I)} = ht I.

�
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rrrs-depth-min-dim-ass Proposition 10.4.14. If (R,m) is local, and M 6= 0, then

depthM ≤ dimR/P,

for every P ∈ AssM .

Proof. We prove this by induction on depthM . If depthM = 0, then the
statement is trivial. So assume depthM > 0; then we can find some regular
element x ∈ m. Now, if Q ∈ AssM/xM , we see, by Proposition (10.4.11) and the
induction hypothesis, we have

dimR/Q ≥ depthM/xM = depthM − 1.

So to finish our proof, it will be enough to find, for every P ∈ AssM , a Q ∈
AssM/xM such that P  Q. Given such a P , let m ∈ M be such that Rm is the
maximal cyclic R-submodule of M annihilated by P . If m = xn, then, for a ∈ P ,
axn = 0. But x is M -regular, and so an = 0, implying that Rn is annihilated by
P . But Rm  Rn, contradicting the maximality of Rm. Therefore, m /∈ xN ; this
means that P ⊂ Z(M/xM), and so there is a Q ∈ AssM/xM such that P ⊂ Q.
Since x /∈ P (x is M -regular), we see that P /∈ AssM/xM , and so P  Q, which
finishes our proof. �

5. Behavior of Depth under Flat Extensions

Just as for dimension (6.7.2), we’d like to know how depth behaves under
flat change of rings. For the rest of this section, fix a local homomorphism f :
(R,m, k)→ (S, n, l).

rrrs-prod-formula-loc-hom Lemma 10.5.1. If M is a finitely generated R-module and N is a finitely gen-
erated S-module that’s flat over R, then we have the formula

diml HomS(l,M ⊗N) = dimk HomR(k,M) · diml HomS(l, N/mN).

Proof. Observe that we have
HomS(l,HomS(S/mS,M ⊗N)) ∼= HomS(l ⊗ S/mS,M ⊗N)

∼= HomS(l,M ⊗N).

Since M is finitely presented and N is flat, we use (3.1.11) to find:

HomS(S/mS,M ⊗N) ∼= HomS(k ⊗ S,M ⊗N)
∼= HomR(k,M)⊗N
∼= (N/mN)s,

where s = dimk HomR(k,M). We get the formula we need from this relation. �

rrrs-flat-fiber-depth-equality Proposition 10.5.2. Let f : (R,m, k) → (S, n, l) be a local homomorphism of
local rings. If M is a finitely generated R-module, and N is a finitely generated
S-module flat over R, then

depthS(M ⊗R N) = depthRM + depthS N/mN.

In particular, if f is itself a flat map, then we have

depthS = depthR+ depthS/mS.
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Proof. First, let’s assume that depthRM = depthS N/mN = 0. In this case,
we see from (10.4.7), that

HomR(k,M) 6= 0;HomS(l, N/mN) 6= 0.

Then, from Lemma (10.5.1), we see that

HomS(l,M ⊗N) 6= 0,

and so, again by (10.4.7), we see that depthS(M ⊗N) = 0, just as we expected.
Now, we can reduce the general case to this situation in the following fashion.

Suppose x is a maximal M -sequence of length r, and y is a maximal N/mN -
sequence of length s. Then, we have

ExtrR(k,M) ∼= HomR(k,M/xM) 6= 0

ExtsS(l, N/mN) ∼= HomS(l, N ′/mN ′) 6= 0,

where N ′ = N/yN . Observe that both M ′ = M/xM and N ′/mN ′ have depth 0.
Moreover, by (10.2.3), N ′ is R-flat. So we can use what we found at the beginning
of the proof to see that

HomS(l,M ′ ⊗N ′) 6= 0.
But note that

M ′ ⊗N ′ ∼= (M ⊗N)/z(M ⊗N),
where z = f(x) ∪ y.

So we see, by (10.4.4), that

Extr+sS (l,M ⊗N) ∼= HomS(l, (M ⊗N)/z(M ⊗N) 6= 0.

Now, to show that depthS(M⊗N) = r+s, it suffices to show that ExtkS(l,M⊗
N) = 0, for k < r + s. For this, it’s enough to show that z is an (M ⊗N)-regular
sequence. Here, use (10.2.3) again, with P replaced by M/xM to see that y is
(M ⊗N)/x(M ⊗N)-regular, since

(M ⊗N)/x(M ⊗N) ∼= (M/xM)⊗N.
This finishes our proof. �



CHAPTER 11

The Cohen Macaulay Condition

chap:cmr
1. Basic Definitions and Results

Definition 11.1.1. A finitely generated module M over a local Noetherian
ring R is Cohen-Macaulay if depthM = dimM .

A Noetherian ring A is Cohen-Macaulay if, for every prime P ⊂ A, AP is a
Cohen-Macaulay module over itself.

For the next few results, we’ll fix a local Noetherian ring R and a Cohen-
Macaulay module M over R.

cmr-unmixedness Proposition 11.1.2. For every P ∈ AssM , we have dimA/P = dimM .
Moreover, every prime associated to M is minimal over ann(M).

Proof. The second statement follows immediately from the first. For the first,
observe from (10.4.14) that we have for any P ∈ AssM :

dimM ≥ dimA/P ≥ depthM = dimM.

�

cmr-ideal-unmixed Corollary 11.1.3. If A is a Cohen-Macaulay ring, I ⊂ A is an ideal such
that ht I = depth I; then we have ht I + dimR/I = dimR.

Proof. �

cmr-dim-dec-iff-reg Lemma 11.1.4. For x ∈ R, we have

dimM/xM = dimM − 1

iff x /∈ Z(M).

Proof. In one direction, if x /∈ Z(M), we see that dimM/xM = dimM − 1
from (10.1.3). For the other, since dimM/xM = dimM − 1, we see that x is not
contained in any minimal prime of R/ ann(M). But from the last Proposition, we
see that all the primes associated to M are minimal over ann(M); so x /∈ Z(M). �

cmr-sop-iff-reg-seq Proposition 11.1.5. A sequence x ⊂ R is an M -sequence iff it is part of a
system of parameters for M . In particular, if x is a system of parameters for M ,
then M/xM is also Cohen-Macaulay.

Proof. Note that a sequence x of length r is part of a system of parameters
for M iff

dimM/xM = dimM − r.
If we use the lemma above inductively, then we’ll see that this is also equivalent to
x being an M -sequence.

For the second statement, just use (10.1.3) and (10.4.11). �
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The reason Cohen-Macaulay rings are important from a geometric point of
view is that they are ’height unmixed’. That is, if we consider a subvariety of a
Cohen-Macaulay variety, then all its irreducible components will be of the same
dimension.

2. Characterizations of Cohen-Macaulay Modules



CHAPTER 12

Homological Theory of Regular Rings

chap:rloc
1. Regular Local Rings

rloc-regular-cohen-macaulay Proposition 12.1.1. For any regular local ring R, we have dimR = depthR.
That is, every regular local ring is Cohen-Macaulay.

Proof. We’ll prove this by induction on depthR. When depthR = 0, every
element of m is a zero-divisor. By the last Proposition R is a domain, and so this
means that m = 0, implying that dimR = 0.

Now, suppose depthR > 0; then pick x ∈ m \ m2. Let R′ = R/(x); we then
have, by Propositions (10.1.3) and (10.4.11) that

dimR′ = dimR− 1; depthR′ = depthR− 1.

So if we show that R′ is regular, then we’ll by done by the induction hypothesis.
But if m′ ⊂ R′ is the maximal ideal, then we have

m′/m′2 ∼= m/(m2 + (x)) ∼= (m/m2)/(m2 + (x)/m2),

as R/m-modules. Since x /∈ m2, we see that dim(m2 + (x)/m2) = 1. Thus,

dim m′/m′2 = dim m/m2 − 1,

and so, by Nakayama’s lemma, m′ is generated by dimR− 1 elements. This shows
that R′ is regular and finishes the proof. �

2. Characterization of Regular Rings

Here we give the extremely important homological characterization of regular
local rings.

rloc-regular-local-characterizations Theorem 12.2.1. Let (R,m) be a Noetherian local ring of dimension n. Then
the following statements are equivalent

(1) R is regular.
(2) m can be generated by an R-sequence.
(3) The R/m-vector space m/m2 has dimension n.
(4) gl dimR <∞, in which case gl dimR = n.
(5) The natural map (R/m)[t1, . . . , tn] −→ grm(R) is an isomorphism.

Proof. We’ll show (2) ⇒ (4) now. First, assume (2); then let x be a regular
sequence generating m. By the remark after Proposition (??), if we set Fi =
Kn−i
R (x), then we get a free resolution F• of k = R/m of length n. If we tensor this

resolution with k, then we get the Koszul complex K•k(x). Since depth k = 0, we see
that H0(x, k) 6= 0 (??), implying that Hn(F ⊗ k) 6= 0. From this, we deduce that
TorRn (k, k) = k 6= 0. This establishes that pd k = n, and we see now by Corollary
(??) that gl dimR = n <∞.
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Finally, suppose (4) holds; we’ll prove (1) by induction on µ(R) = dimk(m/m2).
If this is 0, then m = 0, and R is a field, and hence regular. So we can assume
µ(R) > 0; we claim that in this case m /∈ AssR. For, suppose that were true, with
m = annR(a); then if we take any minimal free resolution F• of k of length r, we’d
have Fr ⊂ mFr−1, and so aFr = 0, which contradicts the fact that Fr is free. Since
m /∈ AssR, we can pick, by prime avoidance, an x ∈ m\m2 such that x is R-regular.
Now, consider the ring R′ = R/(x). If we take a finite free resolution of m, and
tensor that with R′, then, since x is R-regular, we see by Proposition (10.2.2) that
we have a finite free resolution of m/xm over R′. We will show that m/(x) is a
direct summand of m/xm and thus also has finite projective dimension. Moreover,

µ(R′) = dimk m/(m2 + (x)) < dim( m/m2) = µ(R),

since x /∈ m2. So by the induction hypothesis, R′ will be regular of dimension
dimR− 1; but if x is a sequence in R whose image is a regular sequence generating
m/(x), we see that x ∪ x is a regular sequence of length dimR generating m, thus
showing that R is regular.

So it remains only to show that m/xm is a direct summand of m/(x). For this,
choose any elements x2, . . . , xr ∈ m such that the images of x, x2, . . . , xr form a
basis for m/m2. Let J = (x2 . . . , xr); then, since the generators of J and x are
linearly independent over k, we see immediately that J ∩ (x) ⊂ xm. Given this, we
have the following sequence of maps.

m/(x) = J + (x)/(x) ∼= J/(J ∩ (x))→ m/xm→ m/(x).

If we follow the residue class of each xi through these maps, we’ll see that it remains
unchanged at the end. So the natural quotient map m/xm → m(x) in fact splits,
and m/(x) is a direct summand of m/xm. This finishes our proof. �

This has important corollaries. But before we state them, we need a lemma.

rloc-pdim-sup-local-pdims Lemma 12.2.2. If R is a Noetherian ring, then we have

gl dimR = sup{gl dimRP : P ∈ SpecR} =: φ(R).

Proof. Recall from (??) that gl dimR ≤ n iff ExtkR(M,N) = 0, for all k > n
and all R-modules M and N .

Every projective resolution of an R-module M gives rise to a projective resolu-
tion of the RP -moduleMP when tensored with RP . So we see that gl dimR ≥ φ(R).
If φ(R) =∞, then there’s nothing to prove; so assume that φ(R) = n is finite. Then
we see that for all R-modules M,N and all primes P ⊂ R, we have

ExtkRP
(MP , NP ) = 0, for all k > n.

But, since R is Noetherian, we know that

ExtkR(M,N)P = ExtkRP
(MP , NP ).

This follows essentially from (3.1.12). So we see immediately from Auslander’s
characterization that gl dimR ≤ φ(R), which finishes our proof. �

Definition 12.2.3. A Noetherian ring is regular when all its localizations at
primes are regular local rings.
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rloc-regular-fin-gldim Corollary 12.2.4. A Noetherian ring R is regular iff it has finite global di-
mension, and in this case we have

gl dimR = dimR

Proof. By the Lemma, a Noetherian ring R has finite global dimension iff
every localization RP has finite global dimension. But, by the Theorem, this can
only happen iff every RP is in fact a regular local ring. Moreover, we have

gl dimR = sup{gl dimRP : P ∈ SpecR}
= sup{dimRP : P ∈ SpecR} = dimR.

�

rloc-loc-reg-regular Corollary 12.2.5. Every localization of a regular ring is regular.

Proof. Suppose R is a regular ring, and S is a multiplicative subset of R; then
just as in the Proposition above, we can see that gl dimS−1R ≤ gl dimR < ∞.
This, and the the Corollary above, finish our proof. �

3. Behavior under Flat Extensions

As always, we’d like to see how regularity behaves under flat extensions.

rloc-regularity-flat-extns Proposition 12.3.1. Suppose f : (R,m, k)→ (S, n, l) is a flat, local homomor-
phism of local, Noetherian rings. Then:

(1) If S is regular, then so is R.
(2) If R and S/mS are regular, then so is S.

Proof. (1) Let F• be a minimal, free resolution of k = R/m; then F•⊗S
is a minimal, free resolution of k ⊗ S = S/mS, since

imFi ⊗ S ⊂ mFi+1 ⊗ S ⊂ n(Fi+1 ⊗ S).

This implies that

pd k = pdS S/mS <∞,

and so R is regular.
(2) Suppose {x1, . . . , xr} ⊂ R is a minimal set of generators for m, and sup-

pose {y1, . . . , ys} ⊂ S is a minimal set of generators for n/mS ⊂ S/mS.
Then {x1, . . . , xr, y1, . . . , ys} generate n.

Now, we have, by (6.7.2), that

dimS = dimR+ dimS/mS = r + s.

Hence, the set above is in fact a minimal set of generators for n, and
we see therefore that S is regular.

�

rloc-completion-regular-regular Corollary 12.3.2. If (R,m) is a local ring, then it’s regular iff its completion
(R̂, m̂) is regular.

Proof. Suppose R is regular; by the Proposition above, we only have to show
that R̂/mR̂ is regular. But this is just R̂/m̂x, which is a field.

Now, assume R̂ is regular; then that R is also regular follows from part (1) of
the Proposition. �



148 12. HOMOLOGICAL THEORY OF REGULAR RINGS

A very important result that follows from a combined application of our main
theorem and the Auslander-Buschsbaum formula is a criterion for a ring to be
Cohen-Macaulay.

rloc-cm-iff-free-over-reg Proposition 12.3.3. Suppose f : (R,m)→ (S, n) is a local homomorphism of
local rings so that S is finite over R. Then the following statements are true:

(1) If R is regular, then S is Cohen-Macaulay iff S is free over R.
(2) If S is regular, then R is regular iff S is free over R.

Proof. (1) Since R is regular, and S is finite over R, we see that S
has finite projective dimension over R. So we can apply the Auslander-
Buschsbaum formula to see that

pdR S = depthR− depthR S = dimR− depthS,

where the last equality follows from CM-ness of R, and [BHP, 1.26 ]. But
S is CM iff depthS = dimS = dimR. From this the statement follows.

(2) First suppose that R is regular; then, since S is regular, and hence CM,
it follows from the first part that S is free over R. Conversely, if S is free
over R, then in particular it’s flat, in which case, (12.3.1) gives us the
result.

�

Proposition 12.3.4. Suppose R is a Noetherian ring. Then, the following
statements are equivalent:

(1) R is regular.
(2) R[x1, . . . , xn] is regular, for some indeterminates x1, . . . , xn.
(3) R [[x1, . . . , xn]] is regular, for some indeterminates x1, . . . , xn.

Proof. (1) ⇒ (2): It clearly suffices to prove that, if R is regular, then so
is R[x], for some indeterminate x. First, assume R = k is a field. Then, k[x] is
a Dedekind domain, and k[x]n is a DVR, and hence a regular local ring, for any
maximal ideal n ⊂ k[x]. So we see that k[x] is regular. Now, let R be an arbitrary
regular ring, and let n ⊂ R[x] be a maximal ideal. We want to show that R[x]n is
a regular local ring. Let m = R ∩ n; since Rm is regular, it suffices, by Proposition
(12.3.1), to show that R[x]n/mR[x]n is regular. But we have

R[x]n/mR[x]n = (R[x]/mR[x])n = (R/m)[x]n = k[x],

where k = Rm/mm. So, by the first part of the proof, we see that this is regular,
which shows that R[x]n is regular. Since n was arbitrary, we see that R[x] is regular.

(2)⇒ (3): Follows from Corollary (12.3.2).
(3)⇒ (1): Follows from part (1) of Corollary (12.3.1). �

4. Stably Free Modules and Factoriality of Regular Local Rings
rloc-stably-free

Definition 12.4.1. An R-module M is stably free, if there exists a free R-
module F such that M ⊕ F is free.

rloc-finpdim-stably-free Proposition 12.4.2 (Serre). Any projective R-module M with a finite free res-
olution is stably free.
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Proof. We’ll do induction on the minimal length of a finite free resolution of
M . If M has a free resolution of length 0, then M is already free; so we can assume
that M has a finite free resolution F• of minimal, non-zero length. If N is the
first syzygy of this resolution, then N has a finite free resolution of lower length.
Moreover, since F0

∼= M ⊕ N (M is projective), we see that N is also projective.
So by induction we can find a free R-module L such that N ⊕ L is free, and so
M ⊕ (F0 ⊕ L) is free. �

rloc-rank-one-stablyfree-free Proposition 12.4.3. If M is an R-module satisfying M⊕Rn ∼= Rn+1 for some
n ∈ Nat, then M ∼= R.

Proof. The given relation says that MP
∼= RP for every prime P ⊂ R. In

particular, this means that
∧i

MP = 0, for all i > 1, for all P ∈ SpecR. So we see
that

∧i
M = 0, for all i > 1. This means that

R ∼= ∧n+1Rn+1

∼= ∧n+1(M ⊕Rn)
∼=
⊕
i=0,1

∧iM ⊗ ∧n+1−iRn

∼= ∧1M ⊗ ∧nRn
∼= M ⊗R ∼= M.

�

rloc-stablyfree-ideal-free Corollary 12.4.4. Any non-zero stably free ideal I of a Noetherian ring R is
a principal ideal generated by a non zero divisor.

Proof. We can assume that I 6= 0. Suppose L and F are two free R-modules
of rank s and r respectively, such that I ⊕ L ∼= F . Then, let P be any prime such
that IP 6= 0. We know by (7.1.2) that IP is a free RP -module, and hence has rank
1. To see this, note that if we had two linearly independent basis elements a, b ∈ I,
then we’ll have ab ∈ Ra ∩ Rb = 0, but this violates the torsion freeness of a free
module. This immediately tells us that s = r−1, allowing us to apply the previous
Proposition. �

rloc-primeelt-loc-factorial-factorial Lemma 12.4.5 (Nagata). Suppose R is a Noetherian domain and x ∈ R is a
prime element. Then, if Rx is a UFD, so is R.

Proof. Recall from the characterization of UFDs (7.3.3) that a Noetherian
ring R is a UFD iff every height 1 prime in R is principal.

Now, suppose P ⊂ R is a height 1 prime not containing x. Then, Px ⊂ Rx
is principal. Let (a) ⊂ P be a maximal principal ideal such that aRx = Px. In
particular, this means that a /∈ (x), for if a = sx we’ll have a bigger principal ideal
(s) also localizing to Px.

If b ∈ P , then there is some minimal k ∈ N such that xkb ∈ (a). Suppose k > 0;
then, if c = xk−1b, we see that c /∈ (a), but xc ∈ (a). Suppose xc = ra, for some
r ∈ R; then, since (x) is prime, and a /∈ (x), we see that r ∈ (x). But this means
that c = r′a, for r′ = r/x, which contradicts the fact that c /∈ (a). Hence (a) = P ;
this shows that any height 1 prime not containing x is principal. The only other
height 1 prime in R is (x) itself, which is already principal. So we conclude that R
is a UFD. �
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rloc-regloc-ufd Theorem 12.4.6 (Auslander-Buchsbaum-Serre). Every regular local ring is a
UFD.

Proof. Suppose (R,m) is regular local, and x ∈ R is a part of a regular
sequence generating m. Then, R/(x) is also regular local, and is thus a domain, by
Proposition (??). So x is a prime element, and it suffices, by the lemma above, to
show that Rx is a UFD. We’ll use the criterion from (7.3.3) again.

Let Q ⊂ Rx be a height 1 prime. We wish to show that Q is principal. Now, by
Proposition (12.2.5), Rx is a regular ring, and so, for every maximal ideal P ⊂ Rx,
(Rx)P is a regular local ring. But observe that dimRx < dimR; we lose the
maximal ideal m, since it contains x.

This tells us that induction on dimension might be a good idea. We know
already that regular local rings of dimensions 0 and 1 are UFDs (they’re fields and
DVRs, respectively); so assume that dimR > 1. Then, by induction, (Rx)P is a
UFD, and so QP is principal. In particular, QP is free of rank 1. By (7.1.2), we
see that Q is projective as an Rx-module.

Let Q′ ⊂ R be a prime ideal such that Q′x = Q. Since Q′ has finite projective
dimension as an R-module (R has finite global dimension), we see that it has a
finite free resolution over R. Tensoring this resolution with Rx gives us a finite free
resolution of Q over Rx.

Now, by Serre’s Lemma (12.4.2), we see that Q is stably free. Then, Corollary
(12.4.4) tells us that Q is in fact free, and is thus a principal ideal. �



CHAPTER 13

Formal Smoothness and the Cohen Structure
Theorems

chap:smooth
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CHAPTER 14

Witt Rings

chap:witt
1. Cohen Structure Theorem: The Equicharacteristic Case

Definition 14.1.1. Let (R,F •R) be a filtered ring. We say that R is equichar-
acteristic if the residue ring R/F 1R has the same characteristic as the ring R.
Otherwise, we say that it has unequal characteristic.

Definition 14.1.2. Let (R,F •R) be a filtered ring, and let k = R/F 1R be its
residue ring. A multiplicative system of representatives for R is a section f : k → R
of the quotient map R→ k such that the following conditions hold:

(1) For all a, b ∈ k, f(ab) = f(a)f(b).
(2) If k has characteristic p > 0, then an element r ∈ R lies in the image of f

if and only if it has (pn)th roots in R, for all n ≥ 0.
If R is equicharacteristic, then we require in addition that f be a ring homomor-
phism.

The statement of the next Proposition is longer than its proof.

witt-multiplicative-representative-power-series Proposition 14.1.3. Let R be a ring complete with respect to the I-adic filtra-
tion, where I ⊂ R is an ideal generated by finitely many elements (g1, . . . , gn). Let
f : R/I → R be a multiplicative system of representatives. Define a map

ϕ : (R/I)[[T1, . . . , Tn]]→ R

aT i11 T
i2
2 . . . T inn 7→ f(a)gi11 . . . ginn ,

where we extend the map on the monomials to the entire power series ring linearly,
using the completeness of R. Then ϕ is always surjective, and when (R, I) is
equicharacteristic, it is in fact a surjective homomorphism of rings.

Proof. First observe that the image of ϕ is clearly closed under the taking of
limits of convergent sequences. Now pick r ∈ R, and suppose that, for some n > 1,
we have constructed an element sn in the image of ϕ such that r − sn ∈ In (for
n = 1, we can take s1 = f(π(r)), where π : R → R/I is the natural map). Then
we see that

r − sn ≡
∑
k

f(ak)gαk (mod In+1),

for some multi-indices αk with |αk| = n. Take sn+1 = sn +
∑
k f(ak)gαk . In this

way we can construct a sequence of elements in the image of ϕ converging to r.
If R is equicharacteristic, then f is a ring map, and ϕ is simply the unique ring

map that takes Ti to gi (5.4.2). �

witt-multiplicative-representatives-char-zero Proposition 14.1.4. Let (R,F •R) be a complete ring with residue ring k =
R/F 1R. Suppose R is equicharacteristic of characteristic zero, and suppose that k
is in fact a field; then R has a multiplicative system of representatives.
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Proof. Since R has characteristic zero, we have an inclusion of Z into R; since
R maps onto the characteristic zero field k, we see that in fact Q must embed into
R. Let S be a maximal sub-field of R. We claim that S maps isomorphically onto
k under the natural surjection π : R→ k.

First observe that k is algebraic over π(S). If this were not the case, then
k would contain a copy of the function field π(S)(t). Let r ∈ R be an element
mapping onto t; then S[r] maps injectively into π(S)[t], and so is isomorphic to
S[t]. Moreover, S[r] ∩ F 1R = 0, and so R must also contain a copy of the function
field S(t), which contradicts the maximality of S.

Given that k is algebraic over π(S), for any a ∈ A, there is a monic polynomial
f(t) ∈ S[t] such that a is a simple zero of the polynomial π(f(t)) over π(S). By
(5.4.7), we can lift a to a zero r of the polynomial f(t). But since S is a maximal
sub-field of R, we see that r ∈ S, and so a ∈ π(S), thus showing that S maps
isomorphically onto k. The inverse map from k to S gives us the multiplicative
system of representatives we were looking for. �

Definition 14.1.5. A ring R is perfect if it either has characteristic 0, or if it
has characteristic p > 0 and the Frobenius map r 7→ rp is an automorphism of R.

witt-pth-powers Lemma 14.1.6. Let (R,F •R) be a complete ring, and suppose it has a residue
ring k = R/F 1R of characteristic p > 0. For r, n ∈ N, if b, b′ ∈ R are such that
b ≡ b′ (mod FnR), then bp

r ≡ b′pr

(mod Fn+rR).

Proof. Clearly it suffices to show that bp ≡ b′p (mod Fn+1R). We can choose
r ∈ FnR such that b′ = b+ r. Now we have

b′p = bp +
∑
i≥1

(
p

i

)
b′ibp−i.

Since p is prime, it divides
(
p
i

)
. Moreover, since k has characteristic p, p ∈ F 1R.

Hence we see that the sum on the right hand side above is contained in Fn+1R,
which is of course what we wanted to show. �

witt-multiplicative-representatives-finite-char Proposition 14.1.7. With the hypotheses as in the Lemma above, suppose in
addition that k is perfect. Then there exists a multiplicative system of representa-
tives for R, which is the unique multiplicative section of the quotient map R → k.
Moreover, if R is equicharacteristic, then f is in fact a ring homomorphism

Proof. Pick an element a ∈ k. For each n ∈ N, we can then find a unique
residue class ap

−n ∈ k such that (ap
−n

)p
n

= a. Suppose rn, r
′
n ∈ R are two

representatives of this residue class. Then, by the Lemma above, we have

r′n
pn

≡ rnp
n

(mod Fn+1R).

That is, there is a unique element an+1 ∈ R/Fn+1R such that an+1 ≡ a (mod F 1R)
and such that an+1 is a (pn)th power. Given this, consider the coherent sequence
(an : n ≥ 0) in limR/FnR, where a1 = a. Since R is complete, this corresponds to
an element in R, which we will denote by f(a). In fact this argument shows that
f(a) is the unique element in R such that f(a) ≡ a (mod F 1R) and such that, for
every n ∈ N, its residue class in R/FnR has a (pn)th root in R.

Now, if a, b are two elements in k, and an, bn are representatives in R/FnR
of the residue classes of a and b, respectively, such that both are (pn)th powers,
then anbn is a representative of the residue class of ab that is also a (pn)th power.
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Therefore, we find that f(ab) = f(a)f(b). If R also has characteristic p, then the
same argument, using the fact that r 7→ rp is now a ring homomorphism on R,
serves to show that f is also a ring homomorphism.

Given this, we see immediately that every element in the image of f has (pn)th

roots, for all n ≥ 0: for any n, we can just take rn = f(ap
−n

), and we see that
rp

n

n = f(a). Conversely, if r ∈ R has (pn)th roots, for all n ≥ 0, then a representative
of the residue class of r in R/FnR has a (pn)th root in R, which shows that r = f(a),
where r ≡ a (mod F 1R).

Thus we have constructed a multiplicative system of representatives for R. For
its uniqueness, observe that if f ′ : k → R is another multiplicative section of the
quotient map, then, for every a ∈ k, f ′(a) has (pn)th roots for all n ≥ 0, and must
therefore equal f(a). �

Example 14.1.8. Consider the ring of p-adics Ẑp and the the unique multi-
plicative system of representatives f : Fp → Ẑp. Since f is multiplicative, it follows
that every element in the image of f (apart from 0, of course) is a (p − 1)th root
of unity, and since there are precisely p − 1 such roots of unity, we see that the
multiplicative system of representatives on Ẑp also consists precisely of the (p−1)th

roots of unity. These are called the Teichmüller representatives, and the bijection
in (14.1.3) gives a Teichmuüller representation of every element in Ẑp.

Now we’re ready for the main result of this section.

witt-cohen-structure-perfect-equicharacteristic Theorem 14.1.9. Let (R,m) be a complete, equicharacteristic, Noetherian lo-
cal ring with perfect residue field k = R/m; then R is isomorphic to a quotient
k[[T1, . . . , Tn]]/I of some power series ring over k.

Proof. By (14.1.3), this will follow immediately if we can find a multiplicative
system of representatives forR. We can definitely do this: whenR has characteristic
zero, we use (14.1.4), and when R has finite characteristic, we appeal to (14.1.7)
instead. �

Definition 14.1.10. Let (R,m) be a local ring. A coefficient field for R is a
sub-field K ⊂ R mapping isomorphically onto the residue field k = R/m.

witt-complete-finite-power-series Proposition 14.1.11. Let (R,m) be a complete, Noetherian local ring with
residue field k, and suppose that R contains a coefficient field. Then R is finite
over the power series ring k[[t1, . . . , tn]], where n = dimR.

Proof. Let x ⊂ m be a system of parameters for R, so that n = dimR is
the length of x. Since R is also a k-algebra, we can consider the natural map
ϕ : k[[t1, . . . , tn]] → R induced by the sequence x (5.4.2). To check that this is a
finite homomorphism, it suffices, by (5.2.8), to show that R/xR is finite over k.
But this is immediate from the definition of a system of parameters. �

witt-coefficient-field Corollary 14.1.12. Every complete, equicharacteristic, Noetherian local ring
(R,m) with perfect residue field contains a coefficient field. In particular, R is
finite over the power series ring k[[t1, . . . , tn]], where n = dimR. If R has finite
characteristic, then this coefficient field is in fact unique.

Proof. The existence follows trivially from (14.1.9), and the uniqueness in
the finite characteristic case follows at once from (14.1.7), since the existence of a
coefficient field K is equivalent to the existence of a section f : k → R with image
K. �
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2. The Witt Scheme

The aim of this section is in essence to give a formula for multiplication in an
I-adically complete ring (R, I) of unequal characteristic in terms of a multiplica-
tive system of representatives. In particular, we will be able to give formulas for
multiplication in Ẑp in terms of Teichmüller representations. This is a much more
natural way of representing the p-adics than the näıve one that uses representatives
{0, . . . , p − 1} of the residue classes, and is of course subsumed in a much more
general study.

2.1. Generalities on Ring Schemes.

Definition 14.2.1. Let R be a ring, and let R-alg be the category of R-
algebras. A ring scheme over R is a functor F : R-alg → Ring. A ring scheme
F is representable if there exists an R-algebra S such that F is isomorphic to the
functor HomR-alg(S, ). In this case, we say that F is represented by S. Abusing
language, we might also call S a ring scheme in this situation. Sometimes, to make
the distinction clear, we will refer to S (or SpecS) as the underlying R-scheme of
the ring scheme F . It is possible for two representable ring schemes to have the
same underlying R-scheme.

A homomorphism between two ring schemes F and G over R is simply a natural
transformation from F to G.

Remark 14.2.2. To clarify certain concepts, we will, as above, use some basic
terminology and facts from scheme theory. In this setting, a representable ring
scheme over R is just a ring object in the category of schemes over R.

Remark 14.2.3. If an R-algebra S represents a ring scheme over R, then it is
naturally equipped with a co-ring structure; that is, two maps a,m : S → S ⊗R S
corresponding to co-addition and co-multiplications, and two maps o, e : S → R
corresponding to the co-zero and the co-unit, and a co-additive co-inverse i : S → S,
all satisfying the duals of the usual commutative diagrams in the definition of a ring.
In particular, if we forget the co-multiplication and the co-unit on S, we end up
with an abelian group scheme over R.

In this setting, a homomorphism between representable ring schemes S and
T becomes a homomorphism of R-algebras from T to S that respects the obvious
commutative diagrams.

Example 14.2.4. The canonical example of a ring scheme over R is the poly-
nomial ring R[X]; this represents the forgetful functor from R-alg to Ring. Co-
addition and co-multiplication are given by

X 7→ X ⊗ 1 + 1⊗X
X 7→ X ⊗X.

The co-zero is the surjection R[X] 7→ R[X]/(X) = R and the co-unit is the surjec-
tion R[X] 7→ R[X](X − 1) = R. The co-additive co-inverse is the map taking X to
−X.

We will call this ring scheme A1
R.

Extending this further, we can show more generally that R[X1, . . . , Xn] repre-
sents the ring scheme taking every R-algebra to its n-fold direct product with itself,
and that R[Xi : i ≥ 1] represents the ring scheme taking every R-algebra S to the
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ring of sequences over S with component-wise addition and multiplication. We will
call these ring schemes AnR and A∞R , respectively.

Example 14.2.5. Another example of a representable ring scheme over R is
the power series functor; that is, the functor that assigns to every R-algebra S, the
ring of power series S[[T ]]. It’s represented by the ring R[Ti : i ≥ 0], where we
define co-addition and co-multiplication by

Ti 7→ Ti ⊗ 1 + 1⊗ Ti

Ti 7→
∑
r+s=i

Tr ⊗ Ts.

We’ll call this ring scheme TR.

2.2. Ring Scheme Structures on Polynomial Algebras. Let R be a ring.
Consider the ring scheme A∞R . For the corresponding operations of co-addition and
co-multiplication on R[Xi : i ≥ 1], we can find polynomials Φa(U, V ) and Φm(U, V )
in two variables over Z such that

a(Xi) = Φa(Xi ⊗ 1, 1⊗Xi)

m(Xi) = Φm(Xi ⊗ 1, 1⊗Xi),

for all i ≥ 1. More explicitly, we have Φa(U, V ) = U + V and Φm(U, V ) = UV .
Note that the co-zero, the co-unit and the co-additive co-inverse are also given by
polynomials in (at most) two variables. In fact, using analogous notation, we have
Φe(U, V ) = 1, Φo(U, V ) = 0, and Φi(U, V ) = −U .

In this section, we will investigate more general ring scheme structures that one
can equip the polynomial ring R[X1, . . . , Xn] with. In particular, we will establish a
condition for a morphism of R-schemes from a ring scheme F over R with underlying
R-scheme R[T1, . . . , Tn] to A∞ to be a homomorphism of ring schemes over R.

Now, a ring scheme structure on R[T1, . . . , Tn] is given by families of polyno-
mials {γαr ∈ R[U1, . . . , Un]⊗2 : 1 ≤ r ≤ n}, for α = e, o, i, a,m, corresponding
respectively to the co-unit, the co-zero, the co-additive co-inverse, co-addition and
co-multiplication, so that we have

α(Tr) = γαr (T1 ⊗ 1, . . . , Tn ⊗ 1; 1⊗ T1, . . . , 1⊗ Tn).
Of course, when α = e, o, the polynomials γαr are constants, and when α = i,
they are independent the second set of indeterminates, and the structures pro-
vided by these polynomials must be coherent with each other, so that we can put
them together to get a ring scheme structure. But for now it doesn’t matter what
the relationships between these polynomials are. We’ll denote such a ring scheme
structure on R[T1, . . . , Tn] by Pγ .

Note on Notation 12. From now on, we will use Ti and T ′i to denote the
elements Ti ⊗ 1 and 1 ⊗ Ti in the tensor product of the polynomial algebra with
itself.

Now suppose S is an R-algebra. What do the ring operations on Pγ(S) look
like? Suppose ϕ,ψ : R[T1, . . . , Tn]→ S are two maps of R-algebras. Then we have

(ϕ+ ψ)(Tr) = (ϕ⊗ ψ)(γar (T1, . . . , Tn;T ′1, . . . , T
′
n))

= γar (ϕ(T1), . . . , ϕ(Tn);ψ(T1), . . . , ψ(Tn)).

(ϕψ)(Tr) = γmr (ϕ(T1), . . . , ϕ(Tn);ψ(T1), . . . , ψ(Tn)).
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witt-polynomial-ring-scheme-morphism Proposition 14.2.6. Let Pγ be a ring scheme over R with underlying R-scheme
R[T1, . . . , Tn], and let χ : Pγ → A∞ be a morphism of R-schemes given by poly-
nomials P1, . . . , Pn ∈ R[T1, . . . , Tn]. Then χ is a homomorphism of ring schemes
over R if and only if, for 1 ≤ r ≤ n, and for α = e, o, i, a,m, the following identity
holds:

Φα(Pr(T1, . . . , Tn), Pr(T ′1, . . . , T
′
n)) = Pr(γα1 (T1, . . . , Tn;T ′1, . . . , T

′
n), . . . , γ

α
n (T1, . . . , Tn;T ′1, . . . , T

′
n)).

Proof. Let ψ : R[X1, . . . , Xn] → R[T1, . . . , Tn] be the R-algebra map corre-
sponding to χ. We have ψ(Xr) = Pr(T1, . . . , Tn). Then the left hand side is just
(ψ⊗ψ)(α(Xr)) and the right hand side is α(ψ(Xr)), and χ defines a homomorphism
of ring schemes if and only if we have

(ψ ⊗ ψ)(α(Xr)) = α(ψ(Xr)),

for α = e, o, i, a,m. �

2.3. The Universal Witt Scheme.

Definition 14.2.7. For each n ≥ 0, the nth Witt polynomial Wn is an element
of Z[T1, . . . , Tn] given by

Wn(T1, . . . , Tn) =
∑
d|n

dT
n/d
d .

Definition 14.2.8. We say that a subset S ⊂ N is a sieve if is is closed under
the taking of factors; that is, if, for all s ∈ S and for all d | s, d ∈ S. The set of
prime divisors p(S) of a sieve S is the collection of primes dividing any element in
S. A principal sieve is a sieve of the form {d ∈ N : d | n}, for some n ∈ N, and is
denoted by S(n).

Remark 14.2.9. Clearly, we can express an indeterminate Tn in terms of the
Wj using rational coefficients and only such j as divide n. In other words, for all
n, Tn ∈ Q[Wj : j ∈ S(n)]. For example, we have T2 = 1

2 (W2 −W 2
1 ).

Definition 14.2.10. Let W be the scheme SpecZ[Ti : i ≥ 1]; then the poly-
nomials Wn give us a morphism ϕ of schemes from W to A∞ (we omit the Z, since
it’s clear from context) called the Witt transformation.

witt-truncated Definition 14.2.11. Let S ⊂ N be a sieve, and let WS = SpecZ[Ts : s ∈ S],
AS = SpecZ[Xs : s ∈ S]; then ϕ descends to a morphism ϕS from AS to WS such
that the following diagram commutes:

W
ϕ

> A∞

WS

∨
ϕS

> AS
∨

This basically follows from the fact that the polynomials Ws are given entirely in
terms of indeterminates Td, where d | s. This is called a truncated Witt transfor-
mation associated to the sieve S, and the natural map from W to WS is called the
S-truncation.
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Remark 14.2.12. Since we can express the Ti in terms of the Wj using rational
coefficients, this gives us a section of ϕ over A∞Q = A∞ × SpecQ. That is, we have
a morphism

ψ : A∞Q →WQ

that is an inverse to ϕQ : WQ → A∞Q . We define a ring structure on WQ using this
isomorphism on A∞Q , and this makes WQ a ring scheme over Q.

Moreover, for any sieve S, the inverse ψ : A∞Q → WQ descends to an inverse
ψS to ϕS . Hence, for each such set S, we have a unique ring structure on WS

Q that
makes ϕSQ an isomorphism of ring schemes over Q.

Observe moreover that, if p(S) is finite (for example, if S = {pi : i ≥ 0}), then
we can in fact find a principal open subscheme SpecZ[1/n] inside SpecZ, where
n =

∏
p∈p(S) p, such that the morphism

ϕSZ[1/n] :WS × SpecZ[1/n]→ AS × SpecZ[1/n]

has an inverse. Thus in this case ϕS is a birational morphism.

witt-mod-p-witt-polynomials Lemma 14.2.13. For any pair of n-tuples of elements (a1, . . . , an) and (b1, . . . , bn)
over a ring R, and a prime p ∈ Z such that ai ≡ bi (mod pR), for all i, we have

Wn(a1, . . . , an) ≡Wn(b1, . . . , bn) (mod pr+1R),

where pr is the greatest power of r dividing n.

Proof. This is immediate using the definition of the Witt polynomials, and
lemma (14.1.6) �

The next result is crucial. Before we dive into it, consider a polynomial
Φ ∈ Z[U, V ] in two variables; then we claim that there exist uniquely determined
polynomials γn ∈ Q[Us : s ∈ S(n)]⊗2 such that

Φ(Wi(Ts : s ∈ S(i)),Wi(T ′s : s ∈ S(i)) = Wi(γ1(T1;T ′1), . . . , γi(Ts;T
′
s : s ∈ S(i))).

In fact, γr will have its coefficients in Z[r−1][Us : s ∈ S(n)]. This follows from the
observation that we can extract γr in the following fashion: if Pr ∈ Z[r−1][Us : s ∈
S(r)] is the polynomial such that Pr(Ws : s ∈ S(r)) = Tr, then we set

γr = Pr(Φ(Ws(Tk : k ∈ S(s)),Ws(T ′k : k ∈ S(s)) : s ∈ S(r)).

witt-inverse-integral-coefficients Proposition 14.2.14. Let Φ ∈ Z[U, V ] be a polynomial in two variables, and
let γn ∈ Q[Us : s ∈ S(n)]⊗Q[Vs : s ∈ S(n)] be the unique polynomials such that

(∗) Φ(Wi(T1, T2, . . . , Ti),Wi(T ′1, T
′
2, . . . , T

′
i )) = Wi(γ1(T1;T ′1), . . . , γi(T1, . . . , Ti;T ′1, . . . , T

′
i )),

for all i ≥ 1. Then the polynomials γn in fact have their coefficients in Z.

Proof. We’ll do this by induction on n. We already know that γ1 = Φ is
integral. Now, assume that n > 1 and that for all d ∈ S(n), d 6= n, the polynomials
γd satisfying the corresponding identity (*) are integral. Let p be a prime, and
suppose n = prm, where (p,m) = 1. Then we have

Wn(T1, . . . , Tn) =
∑

d|pr−1m

dX
n/d
d +

∑
k|m

prkX
m/k
prk

= Wn/p(T
p
1 , . . . , T

p
n/p) +

∑
k|m

prkX
m/k
prk
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where Wn/p = 0 if r = 0. Assume that r 6= 0; thus we find:

Φ(Wn(T1, . . . , Tn),Wn(T ′1, . . . , T
′
n)) = Φ(Wn/p(T

p
1 , . . . , T

p
n/p),Wn/p(T ′

p
1, . . . , T

′p
n/p)) + prG,

where G is a polynomial in Tkpr , for k | m. We have the identity

Wn(γ1, . . . , γn) = Wn/p(γ
p
1 , . . . , γ

p
n/p) + pr(

∑
k|m

γ
m/k
prk )

= Wn/p(γ
p
1 , . . . , γ

p
n/p) + pr(mγn +H(γkpr : k 6= m).

So we have

mγn − prH =
Φ(Wn/p(T

p
1 , . . . , T

p
n/p),Wn/p(T ′

p
1, . . . , T

′p
n/p))−Wn/p(γ

p
1 , . . . , γ

p
n/p)

pr
−G,

By induction, H is already an integral polynomial. We will show that p does not
divide the denominators of the coefficients of γn, when they’re in reduced form. For
this it suffices to show

Φ(Wn/p(T
p
1 , . . . , T

p
n/p),Wn/p(T ′

p
1, . . . , T

′p
n/p)) ≡Wn/p(γ

p
1 , . . . , γ

p
n/p) (mod pr).

This is equivalent to showing

Wn/p(γ1(T
p
1 , T

′p
1), . . . , γn/p(T

p
1 , . . . , T

′p
n/p)) ≡Wn/p(γ

p
1 , . . . , γ

p
n/p) (mod pr).

This follows from the Lemma above, using the fact that a 7→ ap is a homomorphism
in characteristic p.

If p does not divide n, then, since γn has its coefficients in Z[1/n], p cannot
divide the denominators of the coefficients of γn, when they’re in reduced form. In
particular, we have shown that no prime p divides the coefficients of the denomi-
nators of γn, when they’re in reduced form. This is equivalent to saying that γn is
a polynomial over Z, and our proof is done. �

witt-ring-scheme-structure Theorem 14.2.15. There is a unique ring scheme structure on W such that the
Witt transformation ϕ :W→ A∞ is a homomorphism of ring schemes. Moreover,
for every sieve S ⊂ Z, this descends to a unique ring scheme structure on WS,
so that, for any two sieves S, T ⊂ Z, with S ⊂ T , the following diagram of ring
schemes commutes:

WT ϕT
> AT

WS

∨
ϕS

> AS .
∨

Also, for every sieve S ⊂ N, if p(S) is the set of prime divisors of S, then the
S-truncated Witt transformation ϕS induces an isomorphism of ring schemes over
Z[p(S)−1]:

ϕSZ[p(S)−1] :WS × SpecZ[p(S)−1]
∼=−→ AS × SpecZ[p(S)−1].

Definition 14.2.16. The schemeW with the ring scheme structure constructed
in the Theorem above is called the Witt scheme. For a sieve S ⊂ N, the ring scheme
WS is called the S-truncated Witt scheme.

2.4. Relationship with Power Series Rings.
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2.5. The Morphisms V and F .

2.6. The p-adic Witt Scheme.

Definition 14.2.17. For a prime p ∈ N, the p-adic Witt scheme Wp is the S-
truncated Witt scheme WS , where S = {pn : n ≥ 0}. For n ≥ 0, the nth truncated
p-adic Witt scheme is the S(pn)-truncated Witt scheme WS(pn).

3. Cohen Structure Theorem: The Unequal Characteristic Case

4. Finiteness of Integral Closure

As a very important corollary of all our work, we’re now ready to prove finite-
ness of integral closure for complete local rings with perfect residue fields.

witt-complete-local-finiteness-int-closure Theorem 14.4.1. Let (R,m) be a complete, Noetherian local domain with per-
fect residue field, and let L/K be a finite extension of the quotient field K = K(R).
Then the integral closure S of R in L is a finitely generated R-module and thus also
a complete, Noetherian local domain.

Proof. If we show that S is a finitely generated R-module, then we know, by
(5.5.3), that it’s a product of local rings. Since it’s a domain, it must be a local
ring itself, and will be complete by (5.3.3).

By (5.2.8) it now suffices to show that S/mS is finitely generated over R/m,
and by (4.3.23), it’s enough to do this for the case where L/K is purely inseparable.
In this case, we can find a prime power q ∈ N such that, for all a ∈ S, aq ∈ R. �





CHAPTER 15

Derivations and Differentials

chap:diff

1. Derivations and Infinitesimal Extensions

All our rings in this section will be commutative R-algebras for some ring R.

Definition 15.1.1. Let S be an R-algebra, and let M be an S-module. A
derivation over R or an R-derivation from S to M is a map of R-modules D : S →
M such that, for all s, t ∈ S, we have:

D(st) = sD(t) + tD(s).

The set of all derivations from S to M is denoted DerR(S,M). This has a
natural structure of an S-module: addition is quite clear; for s ∈ S and D ∈
DerR(S,M), define sD by (sD)(t) = sD(t).

We denote DerR(S, S) simply by DerR(S).
In fact, DerR(S, ) is a covariant functor from S-mod to S-mod. If ϕ : M → N

is an S-module map, then we have a natural map

DerR(S,M)
ϕ∗−−→ DerR(S,N)

D 7→ ϕ ◦D.

We will show in the next section that this functor is representable.

Remark 15.1.2. Observe that we have D(1) = D(1.1) = D(1) +D(1), for all
derivations D, and so D(1) = 0. Moreover, if r is in R, then we have D(r) =
rD(1) = 0. Hence all R-derivations from S to M act trivially on R.

Definition 15.1.3. Let S be an R-algebra. An infinitesimal extension of S is
an R-algebra T and a surjection u : T � S such that N2 = 0, where N := keru.
Observe that in this case N is also an S-module. We’ll usually say in this situation
that (T,N, u) is an infinitesimal extension of S.

An infinitesimal extension (T,N, u) of S is split if in the short exact sequence:

0→ N → T
u−→ S → 0

there is a map i : S → T of R-algebras such that iu = 1S .
Given an S-module M , we can construct a canonical split infinitesimal ex-

tension (S ∗M,M,u), where S ∗M as an R-module is simply S ⊕M , with the
multiplication given by

(s,m)(s′,m′) = (ss′, sm′ + s′m).

The map u is the obvious one, and the splitting map is just s 7→ (s, 0).

The next Proposition relates the two concepts that we have defined so far.

163
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diff-liftings-difference-derivation Proposition 15.1.4. Let S be an R-algebra, and let (T,N, u) be an infinitesi-
mal extension of S. Suppose f : A→ S is a map of R-algebras, and suppose there is
a lift g : A→ T of f so that the following diagram of homomorphisms of R-algebras
commutes:

T
u

>> S

A

f

∧

g

<

Then, the assignment D 7→ g+D induces a bijection from DerR(A,N) to lifts of f
to T .

Proof. Implicit in the statement of the Proposition is the assertion that N
is an A-module; this follows from the fact that N is an S-module, which is an
A-algebra. More explicitly, we have, for a ∈ A and n ∈ N , an = f(a)n = tn, for
any t ∈ T such that u(t) = f(a).

Now suppose D : S → N is an R-derivation; then we have, for all a, b ∈ A:

(g +D)(a)(g +D)(b) = g(a)g(b) + g(a)D(b) +D(a)g(b)

= g(ab) + aD(b) + bD(a)

= (g +D)(ab).

Hence g +D is a map of R-algebras; since u vanishes on the image of D it is clear
that it is again a lift of f to T .

Conversely, suppose g′ : A → T is another lift of f to T . Then g − g′ maps A
into N ; we claim that this is a derivation. Indeed, we have, for any a, b ∈ A,

(g − g′)(ab) = g(a)g(b)− g′(a)g′(b)
= g(a)(g(b)− g′(b)) + g′(b)(g(a)− g′(a))
= a(g − g′)(b) + b(g − g′)(a).

This finishes the proof. �

2. Kähler Differentials

Definition 15.2.1. Let S be an R-algebra; then the module of Kähler dif-
ferentials is a pair (ΩS/R,d)–where ΩS/R is an R-module and d : S → ΩS/R is
a derivation–representing the endofunctor DerS(S, ) in the following sense: For
every S-module M , the natural map

HomS(ΩS/R,M)→ DerS(S,M)
ϕ 7→ ϕ ◦ d

is an isomorphism. Clearly, if it exists, then it’s unique up to unique isomorphism;
this justifies the use of the definite article.

We prove existence of ΩS/R in the next Theorem.

diff-existence-kahler Theorem 15.2.2. Let S be an R-algebra; then the module of Kähler differen-
tials (ΩS/R, d) exists and is generated by the image of d.
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Proof. Let m : S ⊗R S → S be the map s ⊗ t 7→ st, and let I = kerm. Let
T = S ⊗R S/I2; then we have a natural surjection u : T → S with kernel I/I2.
Observe that (T, I/I2, u) is then an infinitesimal extension of S. We have two lifts
of the identity map 1S to T given by

g1 : s 7→ s⊗ 1 (mod I2)

g2 : s 7→ 1⊗ s (mod I2).

By (15.1.4), we see that d = g1 − g2 gives a derivation from S to I/I2. We claim
that (I/I2,d) is the module of Kähler differentials for S over R.

So let M be an S-module, and suppose D : S → M is a derivation. Define a
map of R-modules from S ⊗R S to S ∗M by

ϕ : s⊗ t 7→ (st, sDt).

But this is in fact a map of R-algebras:

ϕ(ss′ ⊗ tt′) = (sts′t′, ss′tDt′ + ss′t′Dt)

= (st, sDt)(s′t′, s′Dt′)

= ϕ(s⊗ t)ϕ(s′ ⊗ t′).
Moreover, if

∑
i(si ⊗ ti) ∈ I, then we have

ϕ(
∑
i

(si ⊗ ti)) = (0,
∑
i

siDti) ∈M.

Hence ϕ(I2) ⊂M2 = 0, and we get a map

ψ : I/I2 →M∑
i

(si ⊗ ti) (mod I2) 7→
∑
i

siDti.

We claim that ψ is a map of S-modules. Indeed, we have, for any s ∈ S:

ψ(
∑
i

(si ⊗ sti) (mod I2)) =
∑
i

siD(sti)

=
∑
i

(sisD(ti) + sitiD(s))

= s(
∑
i

siD(ti)) = sψ(
∑
i

(si ⊗ ti)),

since
∑
i siti = 0. Now we see:

ψ(d(s)) = ψ((s⊗ 1− 1⊗ s) (mod I2))

= sD(1) + 1 ·D(s) = D(s).

This shows that the natural map HomS(I/I2,M)→ DerR(S,M) is a surjection.
If we show that I/I2 is generated by the image of d, then we’ll know that this

natural map is in fact an injection, and our proof will be done. Observe that for
s, t ∈ S we can write:

s⊗ t = (s⊗ 1)(t⊗ 1− 1⊗ t)− st⊗ 1

Therefore, for any
∑
i(si ⊗ ti) ∈ I, since

∑
i siti, we have∑

i

(si ⊗ ti) (mod I2) =
∑
i

sidti,
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which shows that I/I2 is indeed generated over S by the image of d. �

Definition 15.2.3. For s ∈ S, the element ds ∈ ΩS/R is called the differential
of s.

Remark 15.2.4. We’ll give a more explicit description of the Kähler differen-
tials in the next section.

diff-kahler-polynomial-ring Example 15.2.5. Let R = k and let S = k[t1, . . . , tn] be a polynomial algebra
in n indeterminates. Then we see from the Theorem that ΩS/k is generated by
dt1, . . . ,dtn. But in fact these differentials are linearly independent over S. Indeed,
consider the derivations Di : S → S defined by Di(tj) = δij . It’s easy to see that
we have

Di(f(t1, . . . , tn)) =
∂f

∂ti
.

We have maps ϕi : ΩS/k → S such that ϕid = Di. If
∑
i aidti is a dependence

relation on the ti, then we have

0 = ϕi(
∑
j

ajdtj)

=
∑
j

ajDi(tj) = ai.

This shows the linear independence we claimed. Hence ΩS/k ∼= Sn as an S-module,
and the ϕi are the dual basis for HomS(ΩS/k, S). With this in hand, we can compute
df , for all f ∈ S. We just have to know that ϕi(df) = Dif looks like, which we
already do. So we find

df =
∑
i

∂f

∂ti
dti.

3. The Fundamental Exact Sequences

Definition 15.3.1. An R-algebra A is 0-smooth over R if, for every infinitesi-
mal extension (T,N, u) of any R-algebra S, and any map f : A→ S of R-algebras,
there exists a lift g : A→ T of f to T .

A is instead 0-unramified over R if there exists at most one such lift in this
situation.

It is 0-étale over R if it is both 0-smooth and 0-unramified. In particular, in
our situation, there is a unique lift of f to T .

diff-zero-unramified-criterion Proposition 15.3.2. An R-algebra A is 0-unramified over R if and only if
ΩA/R = 0. In particular, if the structure map R → A is an epimorphism of R-
algebras, then ΩA/R.

Proof. Observe that if ΩA/R = 0, then DerR(A,N) = 0, for all A-modules N ,
and so any lifts of R-algebra maps A→ S to infinitesimal extensions of S is unique
by (15.1.4). Conversely, suppose such lifts are unique; then, for any A-module M ,
we can take T = A ∗M to be the canonical split extension of A by M . The fact
that there is only one lifting of the identity map 1A to T tells us, via (15.1.4), that
DerR(A,M) = 0, for all A-modules M , and thus ΩA/R = 0.

The second assertion follows easily, since, when R→ A is an epimorphism, for
any R-algebra S, there is at most one map of R-algebras from A to S. �
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diff-localization-zero-etale Example 15.3.3. Suppose U ⊂ R is a multiplicative set; then we claim that
U−1R is 0-étale over R. By (15.3.2), since the map R→ U−1R is an epimorphism,
we see that U−1R is 0-unramified over R. It remains to show that it’s 0-smooth
over R. To do this it suffices to show that if elements of U are invertible in an
R-algebra S, then they are invertible in every infinitesimal extension of S. For this
it’s enough to show that in any ring S an element x that’s invertible modulo a
nilpotent ideal N is in fact invertible in S. Indeed, if y ∈ S is such that xy = 1+n,
with n ∈ N , then since 1 + n is invertible, we see that x must also be so.

diff-first-fundamental-exact-sequence Theorem 15.3.4 (First Fundamental Exact Sequence). Let R
f−→ S

g−→ T be a
sequence of ring homomorphisms. Then we have an exact sequence:

ΩS/R ⊗S T → ΩT/R → ΩT/S → 0

If T is 0-smooth over S, then the sequence

0→ ΩS/R ⊗S T → ΩT/R → ΩT/S → 0

is split exact.

Proof. By a version of Yoneda’s Lemma for abelian categories, it suffices to
show that, for all T -modules M , the sequence

HomT (ΩS/R ⊗S T,M)← HomT (ΩT/R,M)← HomT (ΩT/S ,M)← 0

is exact. By the universal property of the module of differentials, this reduces to
showing that the sequence

DerR(S,M)← DerR(T,M)← DerS(T,M)← 0

is exact. But this is clear, since any R-derivation from T to M vanishing on S is
in fact an S-derivation from T to M .

Now suppose T is 0-smooth over S. The statement we have to prove is equiv-
alent to showing that the map

g∗ : DerR(T,M)→ DerR(S,M)
D 7→ Dg

given by restriction is surjective, for every R-module M . Define a map h : S →
T ∗M by h(s) = (g(s), Ds). This is a map of S-algebras:

h(st) = (g(st), g(t)Ds+ g(s)Dt)

= (g(s), Ds)(g(t), Dt).

This gives T ∗M the structure of an S-algebra. Now, since T is 0-smooth over S,
the identity map 1T must lift to a map v : T → T ∗M such that v(t) = (t,D′t).
Since D′ = v− i, where i : T → T ∗M is the splitting map, we see that D′ : T →M
is an S-derivation (15.1.4). Moreover, we have

(g(s), Ds) = v(g(s))

= (g(s), D′(g(s))),

which shows that D = D′g, and so also the surjectivity of g∗. �

Now suppose the map g : S → T is surjective with kernel J . If we consider the
restriction of dS/R to J , we get a map from J to ΩS/R and thence to ΩS/R ⊗S T .
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It is clear the kernel of this map contains J2, since g(s) = 0, for all s ∈ J , and we
have, for s, t ∈ J ,

dS/R(st)⊗ 1 = dS/R(s)⊗ g(t) + dS/R(t)⊗ g(s).

So we get a map δ : J/J2 → ΩS/R⊗S T defined by δ(s (mod J2)) = dS/Rs⊗1.

diff-second-fundamental-exact-sequence Theorem 15.3.5 (Second Fundamental Exact Sequence). Let R
f−→ S

g−→ T be
a sequence of ring homomorphisms, and suppose g is surjective with kernel J . Then
we have the following exact sequence of T -modules:

J/J2 δ−→ ΩS/R ⊗S T → ΩT/R → 0.

If T is 0-smooth over R, then the sequence

0→ J/J2 → ΩS/R ⊗S T → ΩT/R → 0

is split exact. In fact the map δ is a split injection if and only if the identity 1T lifts
to a map T → S/J2, where we are considering (S/J2, J/J2, u) as an infinitesimal
extension of T , with u : S/J2 → T the natural surjection.

Proof. First, observe that from (15.3.2) we have ΩT/S = 0. So the sequence
is exact on the right by (15.3.4).

Now, like in the proof of the last theorem, it suffices to show that the following
sequence is exact for every T -module M :

HomT (J/J2,M) δ∗←− DerR(S,M)← DerR(T,M)← 0.

But a derivation D : S →M is in the kernel of δ∗ if and only if D = fdS/R, where
f : ΩS/R →M is such that (f⊗1)δ = 0; that is, if and only if, for all s ∈ J , we have
Ds = fdS/Rs = 0, which is equivalent to saying that D is induced by a derivation
D′ : T = S/J →M .

Suppose now that T is 0-smooth over R, and observe that (S/J2, J/J2, u),
where u : S/J2 → T is the natural surjection, gives an infinitesimal extension of T .
By 0-smoothness, there exists a map i : T → S/J2 of R-algebras lifting the identity
map 1T . Now, consider the map iu : S/J2 → S/J2: we have uiu = 1Tu = u, and so
both 1 = 1S/J2 and iu are lifts of the identity map 1S/J2 . In particular, D = 1− iu
is an R-derivation from S/J2 to J/J2 (15.1.4). Moreover, observe that we have
D|J/J2 = 1J/J2 .

Let π : S → S/J2 be the natural surjection. Given a map f : J/J2 → M of
T -modules, we get a derivation

Df = fDπ : S →M.

Now, observe that we have, for s ∈ J ,

(δ∗Df )(π(s)) = Dfs

= fDπ(s)

= f(π(s))

and so f 7→ Df gives a splitting map for δ∗, and so δ is in fact a split injection.
Conversely, suppose there is a splitting map i : ΩS/R ⊗S T → J/J2 for δ, so

that iδ = 1J/J2 . This induces a derivation D = i(dS/R ⊗ 1) : S → J/J2. Suppose



4. FUNCTORIAL PROPERTIES OF THE MODULE OF DIFFERENTIALS 169

s ∈ J ; then we have

Ds = i(dS/Rs⊗ 1)

= iδ(π(s))

= π(s)

Thus D|J2 = 0, and so we have an induced derivation D : S/J2 → J/J2. Then, by
(15.1.4), j = 1S/J2 −D gives a lifting of the projection u : S/J2 → T . Now we also
have, for s ∈ J :

j(π(s)) = π(s)−D(π(s))
= 0.

Therefore, j|J/J2 = 0, and so we have an induced map k : T → S/J2, so that the
following diagram commutes:

S/J2 u
> T > 0

S/J2

j

∧

u
> T

wwwwwwwwww
>

k

<

0,

and so we find that k : T → S/J2 is a splitting map for u. �

The Theorem lets us describe the module of differentials ΩS/R concretely when
S is finitely generated over R.

diff-presentation-finitely-generated Corollary 15.3.6. Let T be a finitely generated R-algebra; then, for any poly-
nomial ring S = R[t1, . . . , tn] such that T = S/J , for some ideal J ⊂ S, we have

ΩT/R ∼=
Tn

(
∑
i
∂f
∂ti
ei : f ∈ J)

,

where {e1, . . . , en} form a basis for the free T -module Tn. We have a natural map
π : ΩS/R → ΩT/R sending dS/Rf to

∑
i
∂f
∂ti
ei, and the differential dT/R : T → ΩT/R

is defined by sending t to π(dS/Rf), where f ∈ S is any element mapping to t.
In particular, if J is finitely generated over S, then ΩT/R is finitely presented

over T .

Proof. Immediate from (15.2.5) and the Theorem above. �

4. Functorial Properties of the Module of Differentials

diff-base-change Proposition 15.4.1 (Base Change). Suppose S and R′ are R-algebras, and let
S′ = S ⊗R R′. Then we have a natural isomorphism

ΩS′/R′ ∼= ΩS/R ⊗S S′

Proof. The R-derivation dS/R : S → ΩS/R lifts to an R′-derivation

d′ = dS/R ⊗ 1 : S′ → ΩS/R ⊗S S′.

By the universal property of ΩS′/R′ , there is an S′-module map

α : ΩS′/R′ → ΩS/R ⊗S S′
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such that d′ = αdS′/R′ . We claim that α is an isomorphism. To do this it suffices
to show that, for all S′-modules N , the map

HomS(ΩS/R, N) α∗−−→ HomS′(ΩS′/R′ , N)

f 7→ (f ⊗ 1)α

is an isomorphism, where (f ⊗ 1)(s⊗ r) = rf(s).
From the universal property of the module of differentials, it suffices then to

prove the following map is an isomorphism:

DerR(S,N)
ψ−→ DerR′(S′, N)

ψD : (s⊗ r′) 7→ r′Ds.

Now, given an R-derivation D′ : S′ → N , we can naturally associate to it the
R-derivation ϕD′ : S → N given by (ϕD)(s) = D(s⊗ 1). We have

(ϕψD)(s) = (ψD)(s⊗ 1) = D(s),

and

(ψϕD′)(s⊗ r′) = r′(ϕD′)(s)

= r′D′(s⊗ 1)

= D′(s⊗ r′).
This shows that ψ is in fact an isomorphism, and we are done. �

diff-localization Proposition 15.4.2 (Localization). Let S be an R-algebra, let U ⊂ S be a
multiplicative set, and let S′ = U−1S; then we have

ΩS′/R ∼= U−1ΩS/R.

Moreover, under this isomorphism, we have

d(1/s) = −s−2ds.

Proof. By (15.3.3), we know that S′ is 0-étale and thus 0-smooth over S.
Moreover, since it’s 0-unramified over S, we have ΩS′/S = 0. Now the required
isomorphism follows immediately from (15.3.4). For the final assertion, observe
that, under the natural map, −s−2ds goes to

−s−2d(s/1) = −d(1/s) + (s/1)d(s−2)

= −d(1/s) + 2d(s−1)

= d(1/s).

�

diff-localization-fingen Corollary 15.4.3. Let S be a finitely generated R-algebra, and let U ⊂ S be
a multiplicative set. Then ΩU−1S/R is a finitely generated U−1S-module.

Proof. By (15.3.6), ΩS/R is a finitely generated S-module. The result now
follows from (15.4.2). �

diff-coproducts Proposition 15.4.4 (Coproducts). Suppose T =
⊗

i∈IRSi, for R-algebras Si.
Then the natural map ⊕

i∈I

(
ΩSi/R ⊗ SiT

)
→ ΩT/R
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given, for s ∈ Si, by dSi/Rs ⊗ 1 7→ dT/R(ki(s)), where ki : Si → T is the natural
map.

Proof. Again, it suffices to show that, for every T -module M , the natural
map

DerR(T,M)→
∏
i∈I

DerR(Si,M)

given by restriction onto each co-ordinate is an isomorphism. But it is easy to
define an inverse for this map. If (Di : i ∈ I) is an element on the right hand side,
then it defines an R-derivation D from T to M with D ◦ ki = Di; that there is a
unique D satisfying this condition is quite clear. �

diff-coequalizers Proposition 15.4.5 (Co-equalizers). Suppose f, g : S → T are two maps of
R-algebras; let S′ = T/J be the co-equalizer of the two maps, where J is the ideal
generated by elements of the form f(s)− g(s), for s ∈ S. Let Ω′ be the co-kernel of
the map of T -modules given by

ΩS/R ⊗S S′ → ΩT/R ⊗S S′

dS/Rs⊗ 1 7→ dT/R(f(s)− g(s))⊗ 1.

Then the natural map

Ω′ 7→ ΩS′/R

is an isomorphism.

Proof. Consider the second fundamental exact sequence (15.3.5)

J/J2 → ΩT/R ⊗T S′ → ΩS′/R → 0.

Let π : T → T/J2 be the natural surjection; then the map from J/J2 to ΩT/R⊗T S′
is given simply by taking π(s) to dT/Rs ⊗ 1. But we see immediately from the
definitions that the image of this map is precisely the kernel of the map from
ΩT/R ⊗T S′ → Ω′, and so the Proposition follows. �

diff-colimits Theorem 15.4.6 (Colimits). Let I be any category, and let F : I → R-alg be
a functor. Suppose T = colimF , and let R be the category whose objects are R-
algebra maps S → T , and whose morphisms are the obvious commuting triangles;
then F induces a natural functor F ′ from I to R. Define a functor Ω : R → T -mod
by S 7→ ΩS/R ⊗S T . Then we have a natural isomorphism

colim(ΩF ′) ∼= ΩT/R.

Proof. Since every colimit can be expressed as the co-equalizer of two maps
between co-products, this follows immediately from (15.4.5) and (15.4.4). �

diff-finite-products Proposition 15.4.7 (Finite Products). Let T =
∏n
i=1 Si be a finite product of

R-algebras. Then the natural map

ΩT/R 7→
n∏
i=1

ΩSi/R

that maps dT/Rt to (dSi/R(πi(t))), where πi : T → Si is the natural projection is
an isomorphism.
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Proof. This amounts to showing that the natural map
n∏
i=1

DerR(Si,M)→ DerR(T,M)

taking (Di) to D, where Dπi = Di, is an isomorphism. But this is clear. We
of course needed the finiteness of the product to be able to pull out the product
symbol outside Der. �

5. Applications to Field Theory

6. Ramification and the Different
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