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CHAPTER 1

Schemes

chap:scheme

1. Spec of a Ring

The basic construction in the theory of schemes is the spectrum of a commuta-
tive ring. Given such a ring R, consider the set spc(SpecR) whose elements are the
prime ideals of R. For every ideal I ⊂ R, we define the subset V (I) ⊂ spc(SpecR)
to be the set of primes containing I.

scheme-vofi-prps Proposition 1.1.1. The assignment I 7→ V (I) satisfies the following proper-
ties:

(1) V (I) = ∅, if and only if I = R.
(2) V (I) = spc(SpecR), if and only if I ⊂ Nil(R).
(3) V (I) = V (rad(I)).
(4) V (IJ) = V (I ∩ J) = V (I) ∪ V (J), for two ideals I, J .
(5) V (

∑
k Ik) = ∩kV (Ik), for an arbitrary collection of ideals {Ik}.

(6) V (I) ⊂ V (J) if and only if J ⊂ rad(I).
(7) V (I) is homeomorphic to spc(Spec(R/I)).

Proof. The only property that needs a proof is the last one. Observe first
that we have a natural bijection from V (I) to spc(Spec(R/I)) =: Y that just takes
a prime P ⊃ I to the prime P/I ⊂ R/I. It’s easy to see that this bijection pulls
back a closed set V (J/I) ⊂ Y to the closed set V (J) ⊂ X. So it’s continuous;
moreover the homeomorphism maps a closed set V (J) ⊃ V (I) to V (rad J/I) ⊂ Y .
Hence it’s a closed map and is thus a homeomorphism. �

Given these properties, we can define a topology on X := spc(SpecR) whose
collection of closed sets is {V (I) : I ⊂ R an ideal}.

Now, if f ∈ R is any element, we have an open set Xf = X \ V ((f)). This is
called a principal open set, and consists of all primes that don’t contain f .

scheme-principal-open-prps Proposition 1.1.2. We can say the following things about principal open sets:

(1) Xf = X, if and only if f is a unit.
(2) Xf = ∅ if and only if f ∈ Nil(R).
(3) Xfg = Xf ∩Xg.
(4) Given any open set U ⊂ X, and a prime P ∈ U , there is f ∈ R such that

P ∈ Xf ⊂ U .
(5) The principal open sets form an open base for the topology on X.
(6) Xf ⊂ Xg if and only if ag = fk, for some a ∈ R, k ∈ N.
(7) Xf is homeomorphic to spc(SpecRf ).

Proof. (1) Obvious.
(2) Follows from part (2) of Proposition before this.
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6 1. SCHEMES

(3) Follows from the fact that a prime doesn’t contain the product fg if and
only if it doesn’t contain both f and g.

(4) Suppose U = X \ V (I), for some ideal I ⊂ R. Then, any f ∈ I will work.
(5) Immediate from the previous parts.
(6) Observe that

Xf ⊂ Xg ⇔ V ((f)) ⊃ V ((g))

⇔ (f) ⊂ rad((g))

⇔ ag = fk, for some a ∈ R,k ∈ Z.
(7) There is a natural bijection

Xf → spc(SpecRf )
P 7→ Pf .

The pull-back of a closed set V (If ) is of course just V (I) ⊂ X. So the
map is continuous. Suppose Xg ⊂ Xf is a principal open subset; then by
the previous part gk = af , for some a ∈ R, k ∈ Z. But Xg = Xgk =
Xaf = Xa ∩Xf . So Xg consists of all the primes that don’t contain both
a and f . This maps onto the principal open subset of spc(SpecRf ) that
consists of all primes not containing a. Since the principal open sets form
a basis for the topology on X, this shows that the natural bijection is an
open map, and thus a homeomorphism.

�

scheme-spec-quasi-compact Proposition 1.1.3. Any principal open subset Xf of X is quasi-compact: ev-
ery open cover of Xf has a finite subcover.

Proof. Since Xf is homeomorphic to sp(SpecRf ), it suffices to prove the
statement for X = sp(SpecR). First, suppose we have an open cover of X by
principal open sets. That is, X =

⋃
iXfi for some fi ∈ R. Now, consider the ideal

I generated by the fi. We find that V (I) = ∅; so we must have I = R. This means
that there is some finite linear combination of the fi that equals 1. Let {f1, . . . , fn}
be the finite subset of the fi involved in this linear combination (that is, they’re the
ones that have non-zero coefficients). Then, we see that (1) = (f1, . . . , fn). Hence⋂n
i=1 V ((fi)) = ∅, and so

⋃n
i=1Xfi = X.

If V is any open cover of X, then we can find a refinement consisting of principal
open sets. Since we can find a finite subcover of the refinement, we can find one for
V. �

This allows us to give X a natural structure of a locally ringed space. Call a
collection of elements Ξ ⊂ R complete if the correspondence f 7→ Xf from Ξ to
the collection of principal open sets is bijective. That is, each principal open set
corresponds to a unique element in Ξ. Thus, we can think of Ξ as representing an
open base on X.

Now, for f ∈ Ξ, set FΞ(Xf ) = Rf . If Xf ⊂ Xg, then we see from the
Proposition that ag = fk for some a and k. This gives us an assignment

Rg → Rf

r

gn
7→ ran

fnk
.

Recall now the definition of a presheaf on an open base from [NOS, 11.2 ].
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scheme-affine-presheaf Proposition 1.1.4. The assignment Xf 7→ Rf gives us a presheaf FΞ(Xf )
on the base of principal open sets with the restriction maps as described above.
Moreover, if Υ is another complete collection, we have an isomorphism FΞ

∼= FΥ

of presheaves on an open base.

Proof. The first thing we need to check is that the purported restriction map
is well-defined. Suppose r

gn = s
gm ∈ Rg. Then, we have gp+mr = gp+ns, for some

p ∈ N. Now, we multiply both sides by a(n+p+m) to get

anfk(p+m)r = amfk(p+n)s,

which gives us
ran

fnk
=
sam

fmk
.

Also, if there is another pair b, l such that f l = bg, then we should see that we
get the same map by using the assignment

r

gn
7→ rbn

fnl
,

instead. But this follows from the equalities

fnlan = bngnan = bnfnk.

It’s time now to check that these restriction maps compose as they should.
Suppose we have Xf ⊂ Xg ⊂ Xh; then we can find a, b ∈ R and integers k, l ∈ Z
such that fk = ag and gl = bh. This implies that fkl = albh. If we look at the
composition of maps Rh → Rg → Rf , we get

r

hn
7→ rbn

gnl
7→ ranlbn

fnkl

If we take the restriction Rh → Rf straightaway, we get

r

hn
7→ ranlbn

fnkl
.

So we see that they’re both the same map. We’ve shown now that FΞ is a presheaf
on the open base of principal open sets.

Suppose Υ is another complete collection and let FΥ be the presheaf on an
open base obtained from it. For every principal open set U ⊂ X, we can find f ∈ Ξ
and g ∈ Υ such that Xf = Xg. This implies that we can find a, b ∈ R and k, l ∈ N
such that fk = ag and gl = bf . This gives us maps in both direction between Rf
and Rg exactly in the fashion described above in gory detail. In fact these maps
are inverses to each other, since the composite of the two is just the map from Rf
to itself induced by the equality fkl = albf . As we showed above, this map is the
same as the map induced by the tautology f = f , which is the identity map. The
same is of course true for Rg.

Now, all we need to do is to show that this collection of maps between corre-
sponding localizations defines a morphism of presheaves on a base between FΞ and
FΥ. For this, suppose we have f, h ∈ Ξ and e, g ∈ Υ such that Xf = Xe, Xh = Xg
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and Xf ⊂ Xh. Then, we have to show that the diagram

Rh > Rg

Rf
∨

> Re
∨

commutes. But the argument that we used to show that the restriction maps
composed properly also shows that the compositions Rh → Rg → Re and Rh →
Rf → Re are the same: the restriction map from Rh to Re. �

At last we’re in a position to describe what the ringed space structure on X is.

scheme-spec-ringed-space Theorem 1.1.5 (Definition). The presheaf OSpec(R) associated to the presheaf
on an open base FΞ is in fact a sheaf. Upto isomorphism, it’s independent of the
choice of Ξ. X equipped with this sheaf of rings is referred to as SpecR.

Proof. That OX is independent of the choice of Ξ follows from the last propo-
sition. We need to show that it’s a sheaf. Choose any complete collection Ξ and
set F = FΞ.

By the criterion in [NOS, 11.1 ], we need to show that for any principal open
set Xf ⊂ X, and any weak covering sieve V = {Xfi} of Xf consisting entirely of
principal open sets, the natural map

Rf = F (Xf )→ V(F )

is an isomorphism.
Now, we have Xf =

⋃
iXfi ; since Xf is quasi-compact, we see that there are

finitely many indices i = 1, . . . , n such that Xf =
⋃n
i=1Xfi . If Y = spc(SpecRf )

and Yi = Y fi
1

, then we see that under the homeomorphism from Y to X, Yi gets

mapped onto Xfi . This means that in Rf , we have (1) = ( f11 , . . . ,
fn
1 ). So, by

[CA, 7.1.6 ], we see that an element in Rf goes to 0 in each of the localizations at
the fi if and only if it is already 0 in Rf . This tells us that the natural map above
is injective.

We wish to show that it is also surjective. So suppose we have a coherent
sequence on the right. So we have a collection of elements bi aifri ∈ (Rf )fi , such that
bi and bj restrict to the same element in (Rf )fifj . We will restrict our attention
now to the finite subcover by the Xfi for i = 1, . . . n.

This means that we can find k ∈ N such that

fkj f
r+k
i aj = fki f

r+k
j ai.

Observe that we still have Rf = (fk1 , . . . , f
k
n), where, when we say fi, we actually

mean fi
1 . In any case, we see that we can find ci ∈ Rf such that

∑n
i=1 cif

k
i = 1.
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Let b =
∑n
i=1 cif

r+k
i ai; we see that we have

fkj b =
n∑
i=1

cif
k
j f

r+k
i ai

=
n∑
i=1

cif
r+k
j fki aj

= fr+kj (
n∑
i=1

cif
k
i )aj = fr+kj aj .

This shows that b restricts to aj for each open set in the finite subcover. Now, if
U = Xfk is any other element in the open cover, we have U =

⋃n
i=1(U ∩Xfi). Now,

both the restriction of b to F (U), and ak ∈ F (U) restrict to the same element
in each F (U ∩ Xfi), for i = 1, . . . , n. So by the injectivity of the natural map,
we see that b must in fact restrict to ak, which shows surjectivity and finishes our
proof. �

scheme-spec-locally-ringed Lemma 1.1.6. The ringed space SpecR is in fact a locally ringed space.

Proof. Since the principal open sets form a basis for the topology, it suffices
to show that, for any prime P ⊂ R, the natural map

lim
−→
f /∈P

Rf → RP

is an isomorphism.
First we show that it’s surjective. For this, just observe that every element in

RP can be written in the form a
f , where a ∈ R and f /∈ P . It remains to show

injectivity. If a
f goes to zero in RP , then there is some g /∈ P such that ga = 0.

This means that a
f restricts to 0 in Rfg, which of course means that it represents

the zero element in the direct limit. �

scheme-spec-fullfaithful Theorem 1.1.7. The assignment R 7→ SpecR gives rise to a contravariant,
full and faithful functor from the category of commutative rings to the category of
locally ringed spaces.

Proof. First, let’s show that it’s in fact a functor. Suppose φ : R→ S is a ring
homomorphism. Then, it induces a morphism of ringed spaces (f, f ]) : SpecS →
SpecR in the following fashion.

We set f(P ) = φ−1(P ); this is a continuous map, since f−1(V (I)) = V (φ(I)).
To see this, observe that a prime contains φ(I) if and only if it contracts under φ
to a prime containing I.

Now, if X = SpecR, Y = SpecS, and Xa is a principal open subset of X, we
see that

f−1(Xa) = f−1(X \ V ((a))) = Y \ V ((φ(a))) = Yφ(a).

So we can define the map

f ] : OSpecR → f∗(OSpecS)

by setting
f ]Xa : OSpecR(Xa)→ OSpecS(Yφ(a))

to be the localization Ra → Sφ(a) of the map φ.
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Now, suppose P ⊂ S is a prime; then for any principal open set Xa containing
φ−1(P ), we see that Yφ(a) is a principal open set containing P . This gives us a map
f ]f(P ) : Oφ−1(P ) → OP , which is simply the localization φP : Rφ−1(P ) → SP . This
is evidently a local homomorphism of rings.

This gives us a map between HomRing(R,S) and Hom(SpecS, SpecR). Let’s
construct a map in the other direction. Suppose we have a morphism of locally
ringed spaces (f, f ]) : SpecS → SpecR. Then f ] induces a map φ : R→ S on the
rings of global sections. For any prime P ⊂ S, we have a commutative diagram

R
φ

> S

Rf(P )

∨

f ]f(P )

> SP ,
∨

where the vertical maps are localizations. It follows that every element outside
f(P ) is taken to an invertible element in SP by φ. Hence φ(R \ f(P )) ⊂ S \ P .
Moreover, since f ] is a local homomorphism, we see that φ(f(P )) ⊂ P . Therefore,
φ−1(P ) = f(P ). But now, as morphisms of sheaves of abelian groups, f ], and the
morphism induced by the localizations of φ agree on stalks, and so (f, f ]) is in fact
the morphism of locally ringed spaces induced by φ.

It’s clear that these two assignments are inverses of each other. �

Now, we’ll relate properties of ring homomorphisms to the properties of the
morphisms they induce between the Specs.

scheme-ringmap-specmap Proposition 1.1.8. Let φ : R → S be a ring homomorphism, and let (f, f ]) :
SpecS → SpecR be the induced morphism of locally ringed spaces. Then the fol-
lowing statements hold:

(1) If I ⊂ S is an ideal, then f(V (I)) = V (φ−1(I)).
(2) φ is injective if and only if f ] is injective, and in this case f is dominant.
(3) φ is surjective if and only if f is a homeomorphism onto a closed subset

of X, and f ] is surjective.

Proof. (1) First assume that I = rad(I). Let I = ∩P , for primes P ∈
V (I). Then, φ−1(I) = ∩φ−1(P ). Now, a closed subset V (J) ⊂ X contains
f(V (I)) if and only if J ⊂ φ−1(P ), for every prime P ⊂ S. This is
equivalent to saying that J is a subset of φ−1(I). So we see that

f(V (I)) =
⋂

J⊂φ−1(I)

V (J) = V (φ−1(I)).

Now, for I arbitrary, it suffices to show that

rad(φ−1(I)) = rad(φ−1(rad(I))).

Quotienting S by I, it suffices to show that

rad(kerψ) = rad(ψ−1(Nil(T )),

for any homomorphism of rings ψ : R→ T . One inclusion is easy; for the
other, suppose a is on the right hand side; then φ(a) is nilpotent, and so
ψ(an) = 0, for some n, implying an ∈ kerψ.
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(2) We see that f ] is injective if and only if the map

Ra → Sφ(a)

is injective for all elements a ∈ R. But this is also a sufficient condition
for φ to be injective as a map of R-modules, and hence as a map of rings
(see [CA, 7.1.6 ].

Now, observe from part (1) that

f(X) = V (φ−1(0)) = V (kerφ),

where X = SpecS. Now, since φ is injective, kerφ = 0, and so

f(X) = V (Nil(R)) = Y,

where Y = SpecR.
(3) First suppose that φ is surjective; then we get an isomorphism φ̃ : R/ kerφ→

S that gives rise to a homeomorphism

f̃ : SpecS → SpecR/ kerφ.

But the natural projectionR→ R/ kerφ gives us an inclusion SpecR/ kerφ ↪→
SpecR, and composing this with f̃ gives us f , showing that f is a home-
omorphism onto a closed subset of SpecR. It remains to show that f ]

is surjective, but this follows trivially, since the localization of surjective
maps is surjective.

In the other direction, observe that the map φ : R→ S factors as

R→ R/ kerφ ↪→ S.

So the induced map (f, f ]) is the composition

Y
(h,h])−−−−→ X ′

(g,g])−−−−→ X,

where X ′ = SpecR/ kerφ. Now, since the map h : Y → X ′ is induced by
an injective map, we see that it’s dominant, by the first part. Also, since
the map g : X ′ → X is induced by a surjective map, we see that it is a
homeomorphism onto a closed subset of X, by the paragraph above (in
fact, it’s the closed subset V (kerφ)). We claim that (h, h]) is in fact an
isomorphism. First, we show that h is a homeomorphism. Since both g
and f are homeomorphisms onto their images, we see that h must also be
a homeomorphism onto its image. But that means h is closed, and since
it’s dominant, its image must be the whole of X ′.

Moreover, by what went before, h] : OX′ → h∗OY is injective and
g] : OX → g∗OX′ is surjective. Since we know that f ] = h]g] is surjective,
we see that h] must also be surjective, and is thus an isomorphism of
sheaves of rings. This shows that (h, h]) : Y → X ′ is an isomorphism of
affine schemes, and so the map R/ kerφ→ S must also be an isomorphism,
by Proposition 1.1.7, which shows that φ is surjective.

�

2. Schemes

In this section, we define the basic objects of study. Just as Euclidean space is
the building block of the theory of manifolds, the Specs that we defined above (or
affine schemes-see below) are the building blocks of scheme theory.
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Definition 1.2.1. An affine scheme is just the locally ringed space SpecR for
some commutative ring R.

A scheme is a locally ringed space (X,OX) such that for every point x ∈ X,
there is an open neighborhood U of x with the locally ringed space (U,OX |U )
isomorphic to an affine scheme. We call OX the structure sheaf on X.

A morphism of schemes (f, f ]) : (X,OX) → (Y,OY ) is just a morphism of
locally ringed spaces.

This gives us a category Sch of schemes.

Note on Notation 1. From now on, we’ll use OX,x to denote the local ring
at a point x ∈ X. Also, we’ll usually abuse notation and use just X to refer to
the scheme (X,OX). In a similar vein, we’ll talk about an open set U ⊂ X being
an affine open: what we mean is that (U,OX |U ) is isomorphic to an affine scheme.
Also we’ll refer to the ’morphism’ f : X → Y , when we in fact mean a morphism
(f, f ]) : (X,OX)→ (Y,OY ).

Note that for any open subset U ⊂ X, the locally ringed space (U,OX |U ) is
also a scheme: this follows from the fact that, for any affine scheme SpecR, any
principal open subset of SpecR is again an affine scheme (see [HPII, 2.1 ]). This is
called an open subscheme of X, and we’ll usually refer to its structure sheaf as OU
instead of OX |U .

We can think of the Spec functor as being right adjoint to the global sections
functor. The only problem with this is that Spec is contravariant, and there’s no
canonical choice between rightness or leftness, it would seem to me. In any case,
formally stated, the proposition is thus.

scheme-spec-globsec-adjoint Proposition 1.2.2. The functor Spec : Ringop → Sch is right adjoint to the
global sections functor Γ ( ,O ) : Sch→ Ringop.

Proof. There is a natural transformation in one direction that takes every
morphism X → SpecA to the ring homomorphism A → Γ (X,OX) induced on
the global sections. We will show that this is bijective. Note first, by the Gluing
Lemma [RS, 1.17 ] that giving a morphism X → SpecA is equivalent to choosing
an affine open cover V = {Vi} of X, and giving morphisms fi : Vi → SpecA which
agree on the intersections of their domains of definition. This means exactly that
we have an equalizer diagram

HomSch(X,SpecA)→
∏
i

HomSch(Vi,SpecA) →→
∏
i,j,k

HomSch(Vijk,SpecA),

where the Vijk, for fixed i, j, give an affine open cover for Vi ∩ Vj , where the two
maps on the right are given by restricting each section over Vi to Vi∩Vj , for varying
j, and then to Vj ∩ Vi, for varying j.

Now, observe that we have an equalizer diagram given by the sheaf axiom

Γ (X,OX)→
∏
i

Γ (Vi,OVi)
→→
∏
i

Γ (Vijk,OVijk).



3. THE AFFINE COMMUNICATION LEMMA 13

Applying the HomRing(A, ) functor to this, we get a map between equalizer
diagrams

HomSch(X,SpecA) >
∏
i

HomSch(Vi,SpecA) >
>

∏
i,j,k

HomSch(Vijk,SpecA)

HomRing(A,Γ (X,OX))
∨

>
∏
i

HomRing(A,Γ (Vi,OVi))
∨

>
>

∏
i,j,k

HomRing(A,Γ (Vijk,OVijk))
∨

The maps in the middle and on the right are isomorphisms, by 1.1.7; therefore,
so is the map on the left, as is easily checked. �

3. The Affine Communication Lemma

The next two lemmas are fundamental in the reduction of local properties of
schemes to properties of affine schemes.

scheme-int-open-cover-propensets Lemma 1.3.1. If (X,OX) is a scheme and U, V ⊂ X are two affine opens, then
the intersection U ∩ V has an open cover by sets that are principal open sets inside
both U and V .

Proof. Suppose U = SpecA and V = SpecB; let Uf ⊂ U ∩ V be a principal
open subset of U , and let Vg ⊂ Uf be a principal open subset of V . We claim that
Vg is also a principal open subset of Uf , and thus of U . Let g′ be the image of g in
Af ; so g′ = a

fn , for some a ∈ A. I claim that Bg = (Af )g′ = Afa. Indeed, we have
the following commutative diagram

B > Af

Bg
∨

<
>

<
Afa,
∨

where we get the maps in the bottom row by the universal property of localization
(a is invertible in Bg, and g is invertible in Afa). These maps are inverses to each
other, and so

Vg = SpecBg = SpecAfa = Ufa.

Hence, open subsets of U ∩ V that are principal in both U and V in fact form a
basis for U ∩ V . �

The next lemma is something that I picked up from Ravi Vakil’s notes. It
formalizes an argument that lets you translate statements proved for a given affine
open cover to a statement about every affine open.

scheme-affine-communication Lemma 1.3.2 (Affine Communication Lemma). Let (X,OX) be a scheme, and
let Π be a property of affine open subsets of X that satisfies the following two
conditions:

(1) If Π is true for SpecR, then it’s true for SpecRf , for all f ∈ R.
(2) If (1) = (f1, . . . , fn) ⊂ R, and Π is true for each SpecRfi , then Π is true

for SpecR.
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Now, suppose X =
⋃
i SpecRi, with Π true for each SpecRi. Then Π is true for

every affine open subset of X.

Proof. Let SpecR be an affine open subset of X. Then, by the previous
Lemma, SpecR ∩ SpecRi is covered by open subsets that are principal in both R
and Ri. Since SpecR is quasi-compact, we can take finitely many such subsets.
Then, by property (1), Π is true for every such subset, and by property (2), it’s
true for SpecR. �

Observe that the property Π is really a property of rings. The following Propo-
sition lists some properties that satisfy the conditions of the lemma.

scheme-prps-satisfying-aff-comm Proposition 1.3.3. The following properties satisfy the conditions of the Lemma.
That is, if they hold for a ring R, then they hold for all localizations Rf , and con-
versely, if they hold for localizations Rfi , where {fi} is a finite generating set for
R, then they hold for R.

(1) Noetherianness.
(2) Reducedness.
(3) Normality, if R is reduced and Noetherian.
(4) Being a finitely generated S-algebra over some ring S.
(5) Being flat over a ring S.

Proof. (1) It’s clear that if R is Noetherian, then every localization of R
is also Noetherian. For the other direction, suppose I ⊂ R is an ideal, and
φi : R→ Rfi is the natural map; we claim that I = ∩iφ−1

i (φi(I)Rfi). One
inclusion is clear. For the other, suppose a ∈ R lies in the intersection.
Then, for all i, we can find bi ∈ I and n, k ∈ N such that

fn+k
i a = fki bi,

for all i. Now, since (f1, . . . , fn) = R, we can find ci ∈ R such that∑
i cif

n+k
i = 1. Then we see that

a =
∑
i

cif
n+k
i a =

∑
i

cif
k
i bi ∈ I.

Now, suppose I1 ⊂ I2 ⊂ . . . is a chain of ideals in R. Since Rfi is
Noetherian for each i, we can find a k > 0 such that

φi(Ik)Rfi = φi(Ik+1)Rfi , for all i.

So we see that

Ik = ∩iφ−1
i (φi(Ik)Rfi) = ∩iφ−1

i (φi(Ik+1)Rfi) = Ik+1.

This shows that every chain of ideals in R stabilizes, and so R is also
Noetherian.

(2) Consider NilR: this is 0 if and only if its localizations at each of the fi is
0 (see [CA, 7.1.6 ]), and of course R is reduced if and only if NilR = 0.

(3) Let S be the integral closure of R in K(R). By (2), we know that every
localization of R is reduced. Moreover, the integral closure of Rfi in
K(Rfi) is just Sfi . Now, R is integrally closed if and only if the inclusion
R ↪→ S is surjective. By [CA, 7.1.6 ], this can happen if and only if each
localization Rfi ↪→ Sfi is surjective if and only if each Rfi is also integrally
closed.
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(4) It is clear that if R is a finitely generated S-algebra, then so is every
localization of R. For the converse, suppose Rfi is a finitely generated
S-algebra, for every i. Then, we can find elements sij ∈ R and nij ∈ N
such that Rfi is generated over S by the sij

f
nij
i

for varying j. Let R′ be the

S-subalgebra of R generated by the fi and the sij together. We claim that
R′ = R. Indeed, choose an element a ∈ R; in every localization Rfi , we
can write a

1 = pi(sij ,fi)

fNi
, for some polynomial pi over S, and some N ∈ N.

So we can find some bigger M ∈ N and some other polynomials qi over S
such that

fMi a = qi(sij , fi).

As usual, if ci ∈ R are such that
∑
i cif

M
i = 1, then we see that

a =
∑
i

ciqi(sij , fi) ∈ R′.

(5) Consider, for any ideal J ⊂ S, the R-module TorS1 (S/J,R). R is S-flat
if and only if this is 0 for all such ideals J if and only if its localizations
TorS1 (S/J,Rfi) are 0, for every i if and only if Rfi is S-flat, for all i. Note
that we used the fact that the rings Rfi were R-flat in the penultimate
equivalence.

�

4. A Criterion for Affineness

Definition 1.4.1. Let X be a scheme, and let A = Γ (X,OX) be its ring of
global sections. For a ∈ A, we set

Xa = {x ∈ X : ax /∈ mx}

scheme-principal-open-schemes Proposition 1.4.2. Let X and A be as in the definition above.

(1) For every a ∈ A, and every affine open U = SpecR ⊂ X, Xa ∩ U = Ua′ ,
where a′ is the image of a in Γ (U,OX). In particular, Xa is open.

(2) Suppose X is quasi-compact, and thus has a finite affine cover {Ui =
SpecRi}; if s ∈ A, and resX,Xa(s) = 0, then there exists n ∈ N such that
ans = 0 ∈ A. In particular, when X is quasi-compact, the map

Aa → Γ (Xa,OX)

is injective.
(3) Suppose further that for the finite affine cover above, Ui ∩ Uj is quasi-

compact for every pair of indices (i, j). Then, for every section b ∈
Γ (Xa,OX), there exists n ∈ N such that anb extends to a global section of
OX . In particular, the map

Aa → Γ (Xa,OX)

is also surjective, and is thus an isomorphism.
(4) Let f : Y → X be a morphism of schemes, and let ã be the image of a in

Γ (Y,OY ) under f ]. Then

Yea = f−1(Xa).
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Proof. (1) Clearly, the stalk ax is not contained in mx, for some point
x ∈ U if and only if the stalk a′x is not contained in mx. But this is
precisely the same as saying that the prime in R corresponding to the
point x does not contain a′. Thus, U ∩Xa consists exactly of those primes
in R that don’t contain a′, and so equals Ua′ . The conclusion that Xa

is an open subset follows immediately, because its intersection with every
open affine is open.

(2) Let ai, si ∈ Γ (Ui,OUi) be the restrictions of a and s over the Ui. Then,
we see that there is an n > 0 such that ani si = 0, for all i. This means
that ans restricts to 0 on all sets in an open cover, which in turn means
that it was zero to begin with. For the second statement, consider the
following diagram:

A > Aa

Γ (Xa,OXa)
∨ <

where the diagonal map is obtained from the universal property of local-
ization, since a is invertible in Γ (Xa,OXa). An element s

ar ∈ Aa goes
to zero under the diagonal map if and only if s goes to zero under the
vertical map if and only if ans = 0 ∈ A, for some n ≥ 0. But this means
that s

ar is already 0 in Aa! So the diagonal map is injective.
(3) Again, let ai ∈ Γ (Ui,OUi) and si ∈ Γ ((Ui)ai ,OUi) be the restrictions of a

and s to each of the Ui. Since Ui is affine, we see that

Γ ((Ui)ai ,OUi) = (Ri)ai .

So we can find t > 0 such that atisi is the restriction of a section bi over Ui.
Consider now the section cij = bi−bj over Ui∩Uj (strictly speaking, we’re
taking the difference between the restrictions of the bi). This restricts to
0 on (Ui ∩Uj)a. So by part (2) we can find nij > 0 such that anijij cij = 0,
where aij is the restriction of a to Ui ∩ Uj . Taking k to be the maximum
of these nij for varying i, j, we see that the sequence (aki bi) is coherent.
Hence it glues together to give a global section that restricts to ak+ts on
Xa. For the second statement, consider again the diagram in the previous
part. We’ve shown precisely that it’s surjective!

(4) Indeed, let y ∈ Y be a point; then we have a commutative diagram

A
f ]Y > OY (Y )

Af(y)

∨

f ]f(y)

> OY,y
∨
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So we see that f ]f(y)(af(y)) = ãy. Since f ]f(y) is a local homomorphism,
this means that

y ∈ Yea ⇔ ãy /∈ my ⇔ af(y) /∈ mf(y) ⇔ f(y) ∈ Xa,

�

The first thing we’d like is a decent criterion that’ll tell us when a scheme is
affine. We’ll develop a much more powerful cohomological criterion later. For now,
we must be satisfied with this.

scheme-affineness-criterion Proposition 1.4.3. A scheme X is affine if and only if there are finitely many
elements f1, . . . , fn ∈ A := Γ (X,OX) such that A = (f1, . . . , fn), and Xfi is affine
for each i.

Proof. Let Xfi = SpecBi, for each i. By (1.2.2), the identity map from A
to A gives rise to a morphism of schemes f : X → SpecA, with its restriction
Xfi → SpecA to each Xfi being induced by the map A→ Bi given by restriction.

Now, consider Xfi ∩Xfj : this is just the principal open subset (Xfi)f ′j , where
f ′j is the image of fj in Bi. In particular, it’s quasi-compact; so we can use the
result from (1.4.2) to conclude that Bi = Afi , and the restriction maps are just
the natural maps A → Afi , for all i. Let Y = SpecA; then we see that the maps
Xfi → Y are induced by these natural restrictions, and are thus isomorphisms onto
Yfi in Y . So we see that f induces isomorphisms f−1(Yfi) → Yfi for all i. Since
the (fi) generate A, the sets Yfi form an open cover for Y . We claim that this
means f is itself an isomorphism, which will of course mean that X ∼= SpecA is
affine. This is easy: the map of sheaves f ] induces isomorphisms on stalks, since
each x ∈ X is contained in some f−1(Yfi). Hence, f ] is an isomorphism. It remains
to show that f is a homeomorphism of topological spaces. It’s surjective, since the
Yfi cover Y , and it’s injective, since, if y ∈ Yfi , then there’s only one point in
f−1(Yfi), and hence only one point in X mapping to Y . The map is also closed,
since the intersection of the image of a closed set with every Yfi will be closed. All
this combines to show that f is homeomorphism. �

5. Irreducibility and Connectedness

5.1. Irreducibility.

Definition 1.5.1. A scheme X is irreducible if its underlying topological space
is irreducible [NS, 1 ].

An irreducible component of X is an irreducible component of its underlying
topological space.

A scheme (X,OX) is locally Noetherian, if there is an open affine cover V = {Vi}
of X such that OVi is a Noetherian ring for every i. It is Noetherian, if it is also
quasi-compact.

Remark 1.5.2. By the Affine Communication Lemma (1.3.2), and the Propo-
sition following it, this is equivalent to requiring that OV be Noetherian for every
affine open subscheme of X.

scheme-irreducible-affine Proposition 1.5.3. Let X = SpecR be an affine scheme.
(1) The irreducible components of X are precisely the closed subsets of the

form V (P ), where P ⊂ R is a minimal prime.
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(2) X is irreducible if and only if R has a unique minimal prime, if and only
if NilR is prime.

(3) If I ⊂ R is an ideal, then V (I) is an irreducible subset if and only if rad(I)
is prime.

Proof. It’s enough to prove (1), since everything else follows immediately
from it: (2) is obvious, and (3) follows from (2), because V (I) is homeomorphic to
SpecR/I. Let’s prove (1). Let I ⊂ R be an ideal; then V (I) is irreducible if and
only if rad(I) is prime. For this, we can replace I with rad(I), and assume that I is
radical. Now, to say that V (I) is irreducible is equivalent to saying that whenever
I = J ∩ J ′, with J * I, then J ′ ⊂ I. This is precisely equivalent to saying that
I is prime. Let P now be any prime; it’s now easy to see that V (P ) is a maximal
irreducible subset if and only if P is a minimal prime of R, since V (Q) ⊂ V (P ) if
and only if Q ⊃ P . �

scheme-noetherian-qc-fin-irred Proposition 1.5.4. Let X be a Noetherian scheme. Then the space underlying
X is Noetherian, and hence X has only finitely many irreducible components.

Proof. X has a finite affine open cover {U1, . . . , Un}, where each Ui is a
Noetherian affine scheme. Since the finite union of Noetherian spaces is Noetherian,
it suffices to show that X = SpecR, where R is a Noetherian ring, is a Noetherian
space. For this, it’s enough to show that every open subset U ⊂ X is quasi-compact
[NS, 3.3 ]. But if {Xfi} is a principal open cover for U , then Z = U c = V ({fi}).
Since R is Noetherian, we can find finitely many elements f1, . . . , fn such that
Z = V (f1, . . . , fn). Then {Xf1 , . . . , Xfn} is a finite open subcover, which finishes
our proof. The second part follows from [NS, 3.4 ]. �

Recall the definition of a generic point from [NS, 2 ].

scheme-generic-points Proposition 1.5.5. Let X be a scheme.
(1) If X = SpecR is affine, then the generic points of X are precisely the

minimal primes of R.
(2) Every irreducible closed subset of X has a unique generic point. In par-

ticular, any scheme is quasi-Zariski.
(3) If x ∈ X, then the irreducible components of Spec OX,x are in bijective

correspondence with the irreducible components of X containing x. In
particular, if X is irreducible, then OX,x has a unique minimal prime, for
all x ∈ X.

Proof. (1) Follows from part (1) of (1.5.3). To show that no other prime
can be a generic point, just note that if P  Q, then V (P ) ! V (Q).

(2) Let Z ⊂ X be an irreducible closed subset; since every open subset of Z
is dense in Z, and hence contains any generic points, it suffices to show
that any irreducible affine scheme has a unique generic point. But this
follows from part (1).

(3) By [NS, 1.3 ], the irreducible components of any open subset of X are in
bijective correspondence with the irreducible components of X meeting
that open subset. So we can assume that X = SpecR is affine, and that
x corresponds to some prime P ⊂ R. In this case OX,x = RP , and the
minimal primes of RP are in bijective correspondence with the minimal
primes of R contained in P , which are in turn in bijective correspondence
with the irreducible components of X containing x.
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�

5.2. Connectedness.

Definition 1.5.6. A scheme X is connected if its underlying topological space
is connected.

A connected component of a scheme X is simply a connected component of the
underlying topological space of X.

scheme-connected-equivprps Proposition 1.5.7. Let X be a scheme, and let A = Γ (X,OX). Then the
following are equivalent.

(1) X is connected.
(2) SpecA is connected.
(3) A has no non-trivial idempotents.

Proof. The equivalence of (2) and (3) follows in standard fashion [HPII, ?? ].
We’ll prove (3)⇔ (1): First suppose A has a non-trivial idempotent e. Let f = 1−e;
then f is also an idempotent, and ef = 0. So, for any x ∈ X, if ex /∈ mx, then
fx = 0 and vice versa. Therefore, Xe ∩ Xf = ∅; moreover Xe ∪ Xf = X. This
follows, because e + f = 1, and so both e and f cannot be in mx, for any x ∈ X.
This shows that X is disconnected. Conversely, suppose X is disconnected, and let
U, V ⊂ X be disjoint non-empty open subsets such that U ∪ V = X. Then, by the
sheaf axiom

A = Γ (U,OX)× Γ (V,OX)
is a product of rings, and thus has non-trivial idempotents. �

6. Reduced and Integral Schemes: The Fourfold Way

Definition 1.6.1. A scheme (X,OX) is reduced if, for every open set U ⊂ X,
the ring OX(U) is reduced.

scheme-reduced-iff-stalks-reduced Proposition 1.6.2. A scheme (X,OX) is reduced if and only if for every x ∈
X the local ring OX,x is reduced.

Proof. We’ll show that X is reduced if and only if every affine open subscheme
of X is also reduced. Since a ring is reduced if and only if its localizations at every
prime are reduced, this will prove the statement. One direction of this equivalence
is trivial. For the other, suppose U ⊂ X is any open subscheme, and let V = {Vi}
be an affine open cover of U . If s ∈ OX(U) is a nilpotent element, then, since
OX(Vi) is reduced by hypothesis, s must restrict to 0 over each Vi. But then s was
0 to begin with! �

Now it’s time to present the Fourfold Way to Universal Arrows! Here, we want
to construct, for every scheme X, an arrow PX → X satisfying some universal
property. There’s a very general philosophy behind such constructions that I’ll
outline now.scheme-threefold-way

Step 1: Construct the arrow PX → X for all affine schemes X = SpecA using
some explicit construction. More specifically, dualize the property and
show that a universal arrow in the other direction exists in the category
of ring maps going out of A, or, to redualize the statement, in the category
of all maps of affine schemes to X. Then use the fact that any morphism
between schemes is determined by a collection of compatible morphisms
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between affine open subschemes to extend the universality to the category
of all scheme morphisms to X.

Step 2: Suppose we’ve constructed the universal arrow fX : PX → X for some
scheme X. Check that for any open subscheme V ⊂ X the restriction
f−1
X (V )→ V is the universal arrow fV : PV → V .

Step 3: Now, suppose we can cover every scheme X by an open cover V = {Vi},
such that we have a universal arrow fi : PVi → Vi for each i. Now, by
the previous step the restrictions of fi and fj to the open subschemes of
PVi and PVj lying over Vi∩Vj both satisfy the universal property needed
of the arrow P (Vi ∩ Vj)→ Vi ∩ Vj , and so there is a unique isomorphism
φij : f−1

i (Vi ∩ Vj) → f−1
j (Vi ∩ Vj) such that fi = fj ◦ φij . This means

that we can glue together the PVi along the φij to get a scheme PX, and
we can glue together the morphisms fi to get an arrow f : PX → X. We
might be able to show that this satisfies the universal property by using
the fact that its restrictions to an open cover do.

Step 4: We just cover X by an affine cover and use the last step. Sometimes, this
step might be subsumed in step (3).

We’ll use reducedness to provide a baby example of this procedure.

scheme-reduced-scheme Proposition 1.6.3 (Definition). For every scheme X, there is a universal ar-
row Xred → X from reduced schemes to X that’s a homeomorphism on the under-
lying topological spaces. That is, Xred is reduced, and for every other morphism
f : Y → X there is a unique morphism fred : Y → Xred such that the following
diagram commutes.

Y
fred

> Xred

X

f

∨ <

The scheme Xred is known as the reduced scheme associated to X.

Proof. We’ll work through the steps of the Fourfold Way.
Step 1: For a ring R, let Rred = R/NilR. Then, if X = SpecR, we set
Xred = SpecRred, and we let Xred → X be the morphism induced by the
natural map R → Rred. If S is another reduced ring, and R → S is a
map of rings, then every nilpotent element goes to 0 in S. This shows
that any such map factors uniquely through Rred. So any map from a
reduced affine scheme to X factors uniquely through Xred. If Y is any
reduced scheme; then, as we saw earlier, to give a morphism from Y to
X is equivalent to taking an open affine cover V = {Vi} of Y and giving
morphisms Vi → X that agree on the intersections of their domains of
definition. Now, all these restrictions factor uniquely through Xred. If we
consider any affine cover of the intersection Vi ∩ Vj , then we see that the
restrictions of these factorings to each of the affine opens in this cover is
unique; so the restriction of the factorings Vi → Xred and Vj → Xred must
agree on Vi ∩ Vj . This means that we can glue them together to factor
f through a map fred : Y → Xred. The uniqueness of such a factoring is
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forced by the construction. Observe that in this case the map Xred → X
is a homeomorphism of topological spaces.

Step 2: Suppose we’ve constructed the universal arrow Xred → X for some
scheme X, not necessarily affine. Suppose U ⊂ X is an open subscheme;
let Ũ be the open subscheme of Xred that’s the pullback of U under the
map Xred → X. Now, if f : Y → U is a morphism to U from a reduced
scheme Y ; then since we can also consider it a map into X, we see that
it factors uniquely through a map fred : Y → Xred. But in fact it factors
through Ũ since the composition of fred with the map Xred → X goes
into U . Such a factoring must be unique, since it’s determined by its
composition with the inclusion Ũ → Xred, which is by hypothesis unique.
Since Ũ is a subscheme of a reduced scheme, we see that Ũ → U is indeed
the universal arrow that we wanted. Moreover, if the map Xred → X is a
homeomorphism of the underlying topological spaces, then so is Ũ → U .

Step 3: So suppose we’ve taken an open affine cover Vi for X and patched
together an arrow X̃ → X from the universal arrows Vired → Vi. We
can do this by [NOS, 11.1 ]. The maps on the triple intersections agree
by the uniqueness of the isomorphisms between the restrictions of the
universal arrows to the double intersections. Then X̃ is clearly reduced.
Also, if f : Y → X is a morphism from a reduced scheme Y to X,
then by taking a fine enough affine open cover W = {Wj} of Y , we can
ensure that f is determined by compatible morphisms fj : Wj → Vσ(j)

for some correspondence σ between the indexing sets of W and V. Each
of these maps then factors uniquely through fjred : Wj → Vσ(j)red

. We
can glue together these morphisms to build a map f̃ : Y → X̃ such that
f̃ composed with the map X̃ → X is the original map f . Uniqueness of
such a factoring is forced by the uniqueness of the factoring on each set
of the affine open cover. Note that the map X̃ → X, having been glued
together from homeomorphisms, also gives rise to a homeomorphism of
topological spaces.

�

This proof had a lot of boring and obvious details. We’ll not be presenting
them in all their inane glory in the future.

Definition 1.6.4. A term that I do not like: A scheme (X,OX) is integral if
OX(U) is an integral domain for every open set U ⊂ X.

scheme-integral-iff-reduced-irreducible Proposition 1.6.5. The following statements are equivalent for a scheme X:
(1) X is integral.
(2) X is reduced and irreducible.

If X has only finitely many irreducible components, then the two statements are
also equivalent to this one: X is connected, and OX,x is a domain for all x ∈ X.

Proof. (1)⇒ (2): If X is integral, then it’s clearly reduced. Also, if
U1, U2 ⊂ X are two disjoint open sets, then

OX(U1

∐
U2) = OX(U1)× OX(U2)

is not a domain. Hence X must be irreducible.
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(2)⇒ (1): Suppose we have sections f, g ∈ OX(U) such that fg = 0. Let
Y = U \ Uf and Z = U \ Ug; then these are both closed subsets of U .
Since fg = 0, at least one of fx or gx must be 0 in k(x) for every x ∈ U .
So we see that Y ∪ Z = U . But U is irreducible, and so we see that one
of Y or Z must be equal to U . Assume it’s Y ; then for every x ∈ U , we
have fx ∈ mx. This of course implies that over every affine open subset
of U , the restriction of f is nilpotent (it will be in every prime of the ring
corresponding to the affine scheme) and thus 0. But then f is 0 over U ,
thus showing that X is integral.

Now, suppose X has only finitely many irreducible components. One direction
is clear. For the converse, suppose X is connected with OX,x a domain, for all
x ∈ X. Since reducedness is a local criterion (1.6.2), it follows that X is reduced.
Moreover, for every x ∈ X, Spec OX,x is irreducible, and so each x ∈ X is contained
only in one irreducible component, by (1.5.5). Suppose X has more than one
irreducible component. Let Y ⊂ X be such a component, and let Z be the union of
the rest of the irreducible components; since X has only finitely many irreducible
components, Z is also closed. It follows that Y ∪ Z = X and Y ∩ Z = ∅, implying
that X is disconnected, which is a contradiction. �

scheme-integral-rational-field Proposition 1.6.6. Let X be an integral scheme with generic point ξ.

(1) For every tower of open subsets U ⊂ V , the restriction

Γ (V,OX)→ Γ (U,OX)

is an injection.
(2) For every open subset V ⊂ X, the natural injection

Γ (V,OX)→ OX,ξ

induces an isomorphism

K(Γ (V,OX))
∼=−→ OX,ξ.

(3) For every x ∈ X, there is a natural injection

OX,x → OX,ξ.

(4) Identifying Γ (U,OX) and OX,x with subrings of OX,ξ, we have

Γ (U,OX) =
⋂
x∈U

OX,x.

Proof. (1) For this, it suffices to show that the natural map Γ (V,OX)→
OX,ξ is injective, for all open subsets V ⊂ X. Since Γ (V,OX) is the inverse
limit of the rings of sections of the affine open subsets of V , and since
inverse limits preserve monomorphisms, we can assume that V = SpecR
is affine, with R a domain. In this case, ξ corresponds to the (0) ideal in R,
and so the natural map under consideration is nothing but the injection

R→ K(R).

(2) From the proof of the first part, this holds for any affine open subset
U ⊂ X. For the general statement, just use the argument using inverse
limits as in the last part.
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(3) Let U = SpecR be any affine neighborhood of x. Then U also contains
ξ (corresponding to the (0) ideal in R), and so the local ring OX,ξ at ξ is
just a localization of the domain OX,x.

(4) Using the same inverse limit argument, we can reduce this to the case
where U is affine. In this case, the statement is equivalent to the fact that
for any domain R, we have

R =
⋂

P⊂R prime

RP ,

where the intersection is taken in the quotient fieldK(R). Indeed, given an
element a in the intersection on the right hand side, set I = (R : a) ⊂ R.
This is an ideal of R, and, for every prime P ⊂ R, we have IP = RP ,
which shows that I = R, and thus a ∈ R.

�

Definition 1.6.7. For an integral scheme X with generic point ξ, we denote
the field OX,ξ by K(X) and call it the function field or field of rational functions
of X.

Remark 1.6.8. For a more general treatment of this notion, see (2).

7. The Fiber Product and Base Change

7.1. Fiber products. In this section, we’ll construct fiber products in the
category of schemes. There is a more conceptual way of doing this that involves a
detour into representable functors, but we’ll build them by hand for now.

Definition 1.7.1. Given a scheme (X,OX), a scheme over X is a morphism
of schemes f : Y → X. If we have two schemes over X, then a morphism between
them is a map between the domains that makes the obvious diagram commute.
We’ll also sometimes call a scheme over X an X-scheme.

This gives us a category of schemes over X, which we will denote SchX . If
X = SpecA, then we will also call a scheme over X an A-scheme, and denote SchX
by SchA instead.

An affine scheme over X is just a scheme over X, whose domain is affine.
The fiber product between two schemes over X is their product in the category

SchX . Given two schemes over X, f : Y → X, g : Z → X, the fiber product
is given by the data of a scheme f × g : Y ×X Z → X over X and morphisms
p1 : Y ×X Z → Y , p2 : Y ×X Z → Z of schemes over X. For reasons of economy,
we’ll just use the domain Y ×X Z to denote this fiber product.

Remark 1.7.2. Note that the category of affine A-schemes, for some ring A, is
equivalent to the opposite category of A-algebras. Also note that any scheme gives
rise canonically to a Z-scheme.

The main theorem is this.

scheme-fiber-product Theorem 1.7.3. For any scheme (X,OX), fiber products exist in the category
SchX .

Before we prove the theorem, we’ll need a couple of definitions and lemmas.
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Definition 1.7.4. A morphism f : X → Y of schemes is a monomorphism if
it’s monic in the category of schemes and scheme morphisms.

An open immersion is a morphism of schemes U → Y , which is an isomorphism
onto an open subscheme of Y .

scheme-open-immersion-monic Lemma 1.7.5. Any open immersion is a monomorphism.

Proof. It suffices to show that, for any open subscheme U of Y , the inclusion
U ↪→ Y is a monomorphism. We reduce immediately to the case where Y = SpecR
is affine and U = SpecRf is a principal open. In this case, we just have to show
that R → Rf is an epimorphism. This follows from the universal property of
localizations. �

scheme-monomorphism-fiber-product Lemma 1.7.6. Let i : V → Y be a monomorphism, and let X and X ′ be two
V -schemes. Then we have a natural isomorphism of Y -schemes

X ×V X ′ ∼= X ×Y X ′

Proof. It suffices to show that X ×V X ′ satisfies the same universal property
as X ×Y X ′. Suppose we had two morphisms W → X and W → X ′ of Y -schemes.
Then, since both X → Y and X ′ → Y factor through i, and i is a monomorphism,
we see that W → X and W → X ′ are in fact morphisms of V -schemes. This
gives us a morphism W → X ×V X ′ of V -schemes through which they both factor.
But in fact they are morphisms of Y -schemes, since the structure morphisms factor
through V . The picture for this is as below:

W

X ×V X ′ >

>

X
>

X ′
∨

>

>

V
∨

Y

>>
>

�

Proof. The proof is essentially a somewhat layered application of the Four-
fold Way. Remember that we have three different objects to deal with! Here, all
morphisms will be morphisms of schemes over X.

Step 1: We’ll construct the fiber product in the category of affineA-schemes,
for some ring A. This is easy, since we just have to build the coproduct
in the category of A-algebras. But given two A-algebras R,S, it’s easy to
see that R⊗A S is the coproduct in the category of A-algebras. Thus

SpecR×SpecA SpecS ∼= Spec(R⊗A S).
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Now, using the usual trick of taking an affine open cover and gluing to-
gether the unique maps obtained on the sets in the cover, we see that this
is in fact a fiber product in the category of A-schemes, in general.

Step 2: Now, suppose that we’ve constructed the fiber product Y ×X Z of
two schemes Y → X and Z → X over X. We claim that, for any open
subscheme U ⊂ Y , the preimage p−1

1 (U) is the fiber product of U → X
and Z → X. Indeed, let g1 : W → U and g2 : W → Z be morphisms
of schemes over X. Then, we can consider g1 as a map into Y , and thus
get a unique morphism g : W → Y ×X Z through which both g1 and g2

factor. But now, the image of p1 ◦ g = g1 lies in U , and so g in fact maps
into p−1

1 (U). Uniqueness is clear.
Step 3: Suppose now that we have an open cover V = {Vi} of Y , and we’ve
constructed the fiber product Vi×X Z, for all i. Let pi,1 be the projection
of this product onto Vi. Observe that by the last part, both p−1

i,1 (Vi ∩ Vj)
and p−1

j,1(Vi ∩ Vj) are fiber products of Vi ∩ Vj → X and Z → X. So we
have a unique isomorphism from one fiber product to the other. Using
these isomorphisms, we can glue together Vi ×X Z to form the purported
fiber product Y ×X Z, with p−1

1 (Vi) ∼= Vi ×X Z. It remains to check that
this does have the universal property. So let g1 : W → Y and g2 : W → Z
be two morphisms over X. Each restriction g−1

1 (Vi)→ Vi factors uniquely
through the fiber product p−1

1 (Vi). By uniqueness, these factorings restrict
to the same map on the intersections g−1

1 (Vi ∩ Vj), and so can be glued
together to get a factoring of g1 through Y ×X Z.

Step 4: Now, let Y, Z be A-schemes; then, if {Vi} and {Wj} are affine
open coverings of Y and Z respectively, then we know from part (1) that
Vi ×SpecA Wj exists for all i, j. From part (3), we see that this implies
that Y ×SpecAWj exists for all j, and so Y ×SpecAZ exists, again by part
(3). So we’ve constructed all fiber products in the category of A-schemes.

Step 5: Let X be any scheme, and let V = {Vi} be an affine open cover
of X. Suppose we have two schemes over X, f : Y → X and g : Z →
X. By the above, the fiber products f−1(Vi) ×Vi g−1(Vi) exist for all i.
By the two Lemmas above, these are isomorphic to the fiber products
f−1(Vi) ×X g−1(Vi). So, again, by two applications of part (3), we see
that the fiber product Y ×X Z exists.

�

Example 1.7.7. We’ll see now that the fiber product is not very intuitive at
first sight. Also look at Example (7.4.6). Let t and s be two transcendental elements
over a field k. Consider the tensor product A = k(t)⊗k k(s): one can look at this
as a ring of fractions of k[t, s], where we invert everything in the multiplicative set
T = {p(t)q(s) : p(t), q(s) 6= 0}. Now, suppose m ⊂ A is a maximal ideal; then it’s
of the form T−1n, for some prime ideal n ⊂ k[t, s], maximal among those that don’t
intersect T . But in that case n ∩ k[t] = 0, for otherwise there will be a non-zero
p(t) ⊂ n ∩ T . Similarly n ∩ k[s] = 0, which implies that ht n ≤ 1. Hence, either
n = (0), or n = (g), for some irreducible g /∈ k[u] ∪ k[t]. In sum, we see that
dimA = 1 (in fact, A is a Dedekind domain), and A has infinitely many maximal
ideals. Hence SpecA is an infinite set, even though it is the fiber product of two
schemes with one-point sets.
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7.2. Preimages and Fibers. One of the useful things about the fiber product
is that it lets us define the preimage of a subscheme under a morphism of schemes.
So suppose we have a morphism of schemes f : X → Y , and a subscheme Y ′ ↪→ Y
of Y . Then, the preimage of Y ′ under f is just the fiber-product X ×Y Y ′. We’ll
see later that in good cases, this is also a nice subscheme of X.

In particular, we can treat a point y ∈ Y as the subscheme Spec k(y). In this
case, we say that the fiber of f over y is the fiber product

Xy := X ×Y Spec k(y).

The next proposition shows that this is in fact a good generalization of the
notion of a fiber.

scheme-fiber-set-fiber-homeomorphic Proposition 1.7.8. The fiber over a point Xy is homeomorphic as a topological
space to the subspace f−1(y) ⊂ X.

Proof. Let {Vi} be an affine open cover for Y . From the construction of the
fiber product, we know that

X ×Y Spec k(y) =
⋃
y∈Vi

Xi ×Vi Spec k(y) =
⋃
y∈Vi

(Xi)y

where Xi = f−1(Vi). So it suffices to show that f−1(y) ∩Xi is homeomorphic to
(Xi)y. But if {Wij} is an affine open cover for Xi, then, again from the construction
of the fiber product, we know that (Xi)y =

⋃
j(Wij)y. Essentially, we’ve reduced

the problem to where both X = SpecS and Y = SpecR are affine. In this case,
y = P , for some prime P ⊂ R, and

Xy = Spec(S ⊗ k(P )) = Spec(SP /PSP ).

and if f is induced by a map φ : R→ S, then

f−1(y) = {Q ⊂ R : φ−1(Q) = P} ⊂ spc(SpecS).

Now, we have the natural topological embeddings

spc(Spec(SP /PSP )) ↪→ spc(SpecSP ) ↪→ spc(SpecS).

Under these embeddings, the space on the left maps exactly onto f−1(y), as is
easily checked. �

7.3. Base Changes.

Definition 1.7.9. If f : X → Y is a scheme over Y , and Y ′ → Y is a morphism,
then the base change of f is the scheme over Y ′ X ×Y Y ′ → Y ′.

Base change is transitive. More specifically, suppose we have a sequence Y ′′ →
Y ′ → Y of morphisms. Then we can take the iterated fiber product Z = (X ×Y
Y ′) ×Y ′ Y ′′, with maps q1 : Z → X ×Y Y ′ and q2 : Z → Y ′′. Now, if W → X
and W → Y ′′ are morphisms over Y , then we see that W → Y ′′ → Y ′ is also a
morphism over Y ; hence we get a unique morphism W → X ×Y Y ′ through which
W → Y ′ and W → X factor, and then, by iterating the process, we get a unique
morphism W → Z through which W → X×Y Y ′ and W → Y ′′ factor. This in fact
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gives us a unique morphism through which W → X and W → Y ′′ factor. Thus,
we see that Z ∼= X ×Y Y ′′ as schemes over Y . Pictorially, we have

W

Z >

>

X ×Y Y ′ >

>

X
>

Y ′′
∨

>

>

Y ′
∨

> Y.
∨

As one sees, this was a very arrow-theoretic argument, and holds for base
changes in any category.

scheme-useful-fiber-diagram
7.4. A Very Useful Fiber Diagram. Suppose we have two morphisms of

Y -schemes Z → X and W → X. Then I claim that the following diagram is a fiber
diagram:

Z ×X W > Z ×Y W

X
∨

> X ×Y X
∨

First, the arrows in the diagram need to be explained. The one on the left is
the obvious arrow. The arrow at the bottom is the one whose projections onto each
copy of X are the identity morphisms (this’ll be very important when we study
separated morphisms further down the line), and the arrow at the top is obtained
from the universal property of the fiber product. The arrow on the right is the one
whose projections onto each copy of X are the compositions

Z ×Y W → Z → X;Z ×Y W →W → X.

The diagram commutes since, whichever way we go, we get the map from Z ×XW
to X ×Y X whose projections are the canonical map Z ×X W → X.
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Now, suppose we have morphisms T → Z ×Y W and T → X making the
following picture commute:

T

Z ×X W >

.................................>
Z ×Y W
>

X
∨

>

>

X ×Y X
∨

We get the unique dotted map in the following fashion. The arrow T → Z×YW
gives us morphisms of Y -schemes T → Z and T → W . But we see immediately
from the diagram that these are in fact morphisms of X-schemes, and so we get the
unique morphism T → Z ×XW , showing that we indeed do have a fiber diagram.



CHAPTER 2

Morphisms of Schemes

chap:mos
1. Open and Closed Immersions

Let’s now see what base changes actually look like for certain simple morphisms.
The simplest case is when the morphism Y ′ → Y is an isomorphism. In this case,
we see immediately that X ×Y Y ′ ∼= X. In particular, X ×Y Y ∼= X.

What is the base change of an open immersion over g : Y ′ → Y ? Note that we
can assume that U is in fact an open subscheme of Y . Consider the open subscheme
g−1(U) of Y ′. If we have morphisms Z → U and Z → Y ′ over Y , then, treating
the first map as a morphism Z → Y , we see that these two morphisms factor
through a unique morphism Z → Y ×Y Y ′ ∼= Y ′. Now, since the composition of
this factoring with f maps into U , we see that we in fact have a unique factoring
through Z → g−1(U). So we have g−1(U) ∼= U ×Y Y ′.

f−1(U) > U

Y ′
∨

> Y
∨

Definition 2.1.1. Let Ξ be a property of morphisms of schemes. Then, a
morphism f : X → Y is universally Ξ if any base change X ×Y Y ′ → Y ′ has the
property Ξ.

We showed above that any open immersion is universally an open immersion.
In language we will define below, we can say that open immersions are stable under
base change. A more interesting case arises from closed immersions, which we define
now.

Definition 2.1.2. A closed immersion is a morphism of schemes f : Z → Y ,
which is closed as a map of topological spaces, and which is such that the map of
sheaves f ] : OY → f∗OZ is surjective.

Observe now that we can rephrase part (2) of (1.1.8) in the following fashion:
a morphism of affine schemes f : SpecR′ → SpecR is a closed immersion if and
only if it is induced by a surjective map of rings R → R′. But, in fact, any closed
immersion into SpecR is of this form.

mos-closed-immersion-into-affine-affine Proposition 2.1.3. Suppose Z → Y = SpecR is a closed immersion. Then
Z is affine, and the immersion is induced by some surjective map of rings R→ R′.

Proof. It will suffice to show that Z is affine; the second part of the statement
will then follow from the remark just above. For this, we’ll use the criterion from

29
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(1.4.3). We’ll show that Z has a covering by finitely many affine open sets of the
form Zai such that the ai generate the ring of global sections on Z.

First, let a ∈ R be any element, and let ã = f ]Y (a) ∈ OZ(Z) be its image in
OZ(Z). From (1.4.2), we know that f−1(Xa) = Zea.

Now, suppose V ⊂ Z is an affine open. Then, for every z ∈ V , there is some
a ∈ R such that f(z) ∈ f(Z)∩Ya ⊂ f(V ). This implies that z ∈ Zea = f−1(Ya) ⊂ V .
But we know that, for any b ∈ OZ(Z), Zb ∩V is affine (1.4.2). So we see that every
point in Z has an affine neighborhood of the form Zea, for some a ∈ R. So we can
choose a1, . . . , ak ∈ R such that the affine opens Zeai , form an open cover for Z. In
that case, the sets f(Z) ∩ Yai form an open cover for f(Z). Let I ⊂ R be an ideal
such that f(Z) is homeomorphic to spc(SpecR/I). Then, we see that the images
of ai in R/I must generate R/I. So we can find elements ak+1, . . . , an ∈ I such
that 1 =

∑k
i=1 ciai+

∑n
j=k+1 aj ∈ R, for some ci ∈ R. Observe that now we’ll have

f(Z) ∩ Yai = ∅, for i > k, which means that Zeai = ∅, for i > k.
So we’ve managed to find finitely many affine opens of the form Zeai , which

cover Z, such that the ai generate R. But then their images in S = OZ(Z) will
generate S. This finishes our proof. �

Remark 2.1.4. The above proof actually shows that for any morphism f :
Z → Y , with Y affine and mapping Z homeomorphically onto a closed subset of
Y , Z must also be affine.

The above Proposition can be generalized to all schemes, using quasi-coherent
sheaves of ideals, but that’ll come up after we’ve gotten to sheaves of modules over
a scheme.

Now, suppose Y = SpecR is affine, Z = SpecR/I, for some ideal I, and Z → Y
is the natural closed immersion induced by the map R→ R/I. If g : Y ′ → Y is an
affine R-scheme, with Y ′ = SpecS, then we see that the base change Y ′×Y Z → Y ′

is just the morphism induced by the map of rings S → S/IS. This is because we
have the following picture for the maps of rings

S/IS < R/I

S

∧

< R

∧

In particular, we see that SpecS×SpecRSpecR/I = SpecS/IS, and the base change
Y ′ ×Y Z → Y ′ is just the natural morphism SpecS/IS → SpecS, which is again a
closed immersion.

mos-affine-universal Definition 2.1.5. We say that a property Ξ of morphisms of schemes is affine-
universal if the following conditions is true for a morphism f : X → Y of schemes:
Whenever f has property Ξ, and Y is affine, then any base change X ×Y Y ′ → Y ′,
for Y ′ affine, also has property Ξ.

mos-closed-immersion-aff-univ Remark 2.1.6. It follows from the preceding discussion and Proposition (2.1.3)
that a closed immersion is affine-universal.

Observe now that being a closed immersion is a very local property, in the sense
that, if we had an open cover {Vi} of Y such that the restrictions f−1(Vi) → Vi
are all closed immersions, then f is again a closed immersion. Clearly, in this case,
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the map of sheaves f ] is surjective on stalks, and so is surjective. It’s definitely
a homeomorphism onto its image, since it’s glued together from homeomorphisms
onto their images (the main problem is to show injectivity: for this just note that
every point lies in some Vi, and so there’s precisely one point in f−1(Vi), and hence
just one point in the domain that maps to it). So we can think of a closed immersion
as being glued together from lots of natural maps of the form SpecR/I → SpecR.

This leads to a definition.

mos-affine-local Definition 2.1.7. We say that a property Ξ of morphisms of schemes is local
on the base if the following is true:

(1) If f : X → Y is a morphism with property Ξ, then for every open set
V ⊂ Y , the restriction f−1(V )→ V also has property Ξ.

(2) With f as above, if there is an open cover {Vi} of Y such that all the
restrictions f−1(Vi)→ Vi have property Ξ, then f also has the property.

Remark 2.1.8. In fact, we don’t lose anything by restricting ourselves to affine
opens in the second condition. For if {Vi} is any open cover which satisfies the
hypotheses of condition (2), then so will any affine refinement, by condition (1).
For this reason, being local on the base is also sometimes referred to as affine-
localness.

Remark 2.1.9. Usually, any property of schemes is defined locally, so one im-
plication (about the restrictions satisfying the same property) will be tautological.
It’s the other one that’s more significant.

We showed above that the property of being a closed immersion is local on the
base. Note that it follows immediately from its definition that an open immersion
is local on the base. It will now follow from the next general proposition that any
closed immersion is in fact universally a closed immersion.

Definition 2.1.10. We say that a property Ξ is stable under base change if
whenever X → Y has property Ξ, then so does the base change X ×Y Y ′ → Y ′

over any scheme Y ′ → Y over Y .

mos-affine-universal-universal Proposition 2.1.11. Suppose Ξ is a property of morphism of schemes that is
local on the base and affine-universal. Then Ξ is stable under base change.

Proof. The proof will be in the same vein as the Fourfold Way, although a
little simpler in some ways. Before that, recall from (2.1.5) the condition for a
property to be affine-universal.

Step 1: Suppose f : X → Y and g : Y ′ → Y are morphisms over Y , so
that f has property Ξ, and suppose there is an open cover {Vi} of Y such
that the base changes

f−1(Vi)×Vi g−1(Vi)→ g−1(Vi)

all have property Ξ. But if p1 : X ×Y Y ′ → Y ′ is the base change, then
these base changes are just the maps

p−1
1 (g−1(Vi))→ g−1(Vi).

Since Ξ is local on the base, we see that the base change p1 : X×Y Y ′ → Y ′

also has property Ξ.
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Step 2: Now, with the same notation as above, let f : X → Y be a mor-
phism of schemes, with Y affine. Let {Wi} be an affine open cover for Y ′.
Then, for each i, the base change

X ×Y g−1(Wi) ∼= p−1
1 (g−1(Wi))→ g−1(Wi)

has property Ξ by affine-universality of Ξ. Since Ξ is local on the base,
we see that the base change X ×Y Y ′ → Y ′ also has property Ξ.

Step 3: Let f : X → Y be any morphism of schemes with property Ξ.
Then, if {Vi} is an affine open cover for Y , we see by the previous step
that, for each i, the base change

f−1(Vi)×Vi g−1(Vi)→ g−1(Vi)

has property Ξ. By Step (1), this means that the base change X×Y Y ′ →
Y ′ also has property Ξ.

�

mos-closed-immersion-proper Corollary 2.1.12. Closed immersions are stable under base change.

2. The Reduced Induced Subscheme

Definition 2.2.1. A closed subscheme of a scheme X is an equivalence class of
closed immersions into X, under the equivalence relation of ’isomorphic as schemes
over X’.

A closed subscheme associated to a closed subset Y of X is the equivalence class
of a closed immersion whose topological image is Y . Note that by the definition
of the equivalence relation, any other immersion in the same equivalence class will
also need to have topological image Y .

A morphism between two closed subschemes associated to Y is just a morphism
between representatives of each equivalence class as schemes over X.

Remark 2.2.2. Usually, when we talk about closed subschemes we’ll be talking
about a specific closed immersion in the equivalence class that it represents, and
we’ll often conflate the two. This should not be an issue.

Now, if V (I) ⊂ spc(SpecR) is a closed subset, then there are many closed
subschemes associated to it: one for each ideal J ⊂ R with rad(J) = rad(I). But the
subscheme associated to rad(I) is in some ways the most canonical choice. We will
formalize and generalize this notion to arbitrary schemes in the next construction.

Definition 2.2.3. The reduced induced subscheme associated to a closed subset
Y of X is a closed subscheme Y ′ → X associated to Y such that for every other
closed subscheme Y ′′ → X associated to Y factors uniquely through Y ′ → X. In
other words, the reduced induced subscheme is terminal in the category of closed
subschemes associated to Y .

mos-reduced-induced Proposition 2.2.4. For every closed subset Y of a scheme X, there exists an
associated reduced induced structure.

Proof. This is ripe for some Fourfold Way action, but with a little twist.
Step 1: Suppose X = SpecR is affine, and Y = V (I), for some ideal I ⊂ R.
Then, consider the closed subscheme

SpecR/ rad(I)→ SpecR.
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Then, every other closed subscheme associated to V (I) corresponds to
an ideal J ⊂ R with rad(J) = rad(I), and so factors through Y ′ =
SpecR/ rad(I).

Step 2: Now, suppose Xa ⊂ X = SpecR is a principal open subscheme;
then since (R/ rad(I))a = Ra/ rad(Ia), we see that if f : Y ′ → X is the
reduced induced subscheme associated to Y , then f−1(Xa) → Xa is the
reduced induced subscheme associated to Y ∩Xa.

Step 3: Now, let U ⊂ X = SpecR be any open subscheme. We claim that
f−1(U)→ U is the reduced induced subscheme associated to Y ∩U . To see
this, cover U by principal opens Vi = SpecRai . Then f−1(Vi)→ Vi is the
reduced induced subscheme associated to Y ∩Vi by the previous step. Now,
suppose g : Z → U is any closed subscheme associated to Y ∩ U . Then,
for each i, g−1(Vi) → Vi factors uniquely through f−1(Vi) → Vi, say via
maps hi : g−1(Vi)→ f−1(Vi). Since Vi∩Vj is also a principal open (1.1.2),
g−1(Vi∩Vj)→ Vi∩Vj also factors uniquely through f−1(Vi∩Vj)→ Vi∩Vj
via a map hij : g−1(Vi ∩ Vj) → f−1(Vi ∩ Vj). From this, we see that the
hi agree on their domains of intersection, and so can be glued together to
get a factoring of g through f−1(Vi)→ Vi.

Step 4: Let X be an arbitrary scheme now, and cover X with affine opens
Vi. Then, for each i, we have a reduced induced subscheme fi : Vi → X
associated to Y ∩Vi. By the previous steps, we can glue these together to
get a scheme f : Y ′ → X over X such that f−1(Vi) → Vi is the reduced
induced subscheme associated to Y ∩Vi. Now, we use the usual argument
to conclude that f satisfies the universal property for the reduced induced
subscheme associated to Y .

�

Remark 2.2.5. It’s the reduced induced subscheme, because it’s clearly a re-
duced scheme (look at it locally). If we had taken Y = X, then we would have
gotten back Xred.

3. Surjections and Dominant Maps

Definition 2.3.1. A morphism of schemes f : X → Y is surjective if it’s
surjective as a map on the underlying topological spaces. Using 1.7.8), we see that
this is the same as saying that for every y ∈ Y , the underlying topological space of
the fiber Xy is non-empty.

mos-surjective-aff-loc Proposition 2.3.2. The property of being surjective is local on the base and
affine universal. It’s stable under base change and composition.

Proof. That it’s stable under base change will follow from (2.1.11) and the
first part of the statement, and it’s evident that it’s stable under composition.
So it remains to prove the first part of the Proposition. Locality on the base is
immediate, so it’s enough to show affine universality. For this, assume g : Y ′ =
SpecS′ → Y = SpecS is a morphism of affine schemes and let f : X → Y be a
surjective morphism. Since X ×Y Y ′ is the union of open subschemes V ×Y Y ′, for
V ⊂ X an affine open, it’s enough to consider the case where X = SpecR is also
affine. In this case, the fiber product is just SpecR⊗S S′. Since SpecR→ SpecS is
surjective, we see that for every prime P ⊂ S, the ring R⊗S k(P ) is non-zero. We
must show that, for every prime Q ⊂ S′, the ring R⊗S S′⊗′S k(Q) is also non-zero.
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Let P = Qc ⊂ S be the contraction of Q to S, and let R′ = R⊗S k(P ) be the fiber
over P . We know that R′ is non-zero; moreover we also see that

R⊗S S′ ⊗′S k(Q) ∼= R⊗S k(Q) ∼= R′ ⊗k(P ) k(Q).

So we reduce to showing that if K is a field extension of another field k, and if T
is a non-zero k-algebra, then T ⊗k K 6= 0 (to translate the earlier equation to this,
take T = R′, k = k(P ) and K = k(Q)). But observe that k(Q) is faithfully flat
over k(P ), and so this follows from part (3) of [CA, 3.6.4 ]. �

Definition 2.3.3. A morphism f : X → Y is dominant if f(X) is dense in Y .
Clearly, surjective morphisms are dominant, and a dominant morphism with closed
image is surjective.

mos-dominant-aff-loc Proposition 2.3.4. Dominant morphisms are local on the base and are stable
under composition.

Proof. Trivial. �

mos-dominant-integral-schemes Proposition 2.3.5. Let f : X → Y be a morphism between integral schemes.
Let ξX and ξY be the generic points of X and Y , respectively. Then the following
are equivalent:

(1) f is dominant.
(2) f ] : OY → f∗OX is injective.
(3) For every open subset V ⊂ Y and every open subset U ⊂ f−1(V ), the map

Γ (V,OY )→ Γ (U,OX)

is injective.
(4) f(ξX) = ξY .
(5) ξY ∈ f(X).

Proof. (1)⇒ (2): Suppose f is dominant; then, for every affine open
U = SpecR ⊂ Y , the morphism f−1(U)→ U is dominant. From (1.1.8),
we see that this is induced by map ϕ : R → Γ (f−1(U),OX) such that
kerϕ ⊂ NilR. Since R is integral, this shows that ϕ is injective. So we
see that f ]U is injective for all affine open subsets U ⊂ Y . Now, to finish
the proof we utilize the fact that, for every open subset V ⊂ Y , Γ (V,OY )
is the inverse limit of the rings Γ (U,OY ), as U ranges over all affine
open subsets of V , and Γ (f−1(V ),OX) is the inverse limit of the rings
Γ (f−1(U),OX). Since inverse limits preserve injections, this implication
is proved.

(2)⇒ (3): Observe that for open subset U ⊂ f−1(V ), the natural inclusion
map is dominant, and hence the restriction map

Γ (f−1(V ),OX)→ Γ (U,OX)

is injective by the proof of the first implication. Now, (3) follows easily
from (2).

(3)⇒ (4): If (3) is true, then we can assume that both X and Y are affine.
In this case, it reduces to showing that the (0) ideal in Γ (X,OX) contracts
to the (0) ideal in Γ (Y,OY ), which it of course does.

(4)⇒ (5): This is trivial.
(5)⇒ (1): So is this.

�
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mos-dominant-local-rings Corollary 2.3.6. Let f : X → Y be a dominant morphism between integral
schemes. For every x ∈ X, the induced map OY,f(x) → OX,x is an injection.

Proof. We reduce at once to the case where X = SpecS and Y = SpecR are
affine, and f : X → Y is induced by an injective map of rings ϕ : R → S. Then it
reduces to showing that if Q ⊂ S is a prime contracting to a prime P ⊂ R under
ϕ, then the natural map RP → SQ is injective. But ϕP : RP → SP is injective,
and the localization map SP → SQ is always injective, since S is integral, and so
the composition RP → SQ must also be injective. �

4. Affine and Quasi-compact Morphisms

Still more properties of morphisms in this section.

Definition 2.4.1. A morphism f : X → Y of schemes is quasi-compact if, for
every affine open V ⊂ X, f−1(V ) is quasi-compact.

A morphism f : X → Y is affine if, for every affine open V ⊂ X, f−1(V ) is
affine.

Remark 2.4.2. It’s clear that affine morphisms are quasi-compact. We also
showed in (2.1.3) that closed immersions are affine.

mos-quasi-compact-specmap-dominant Proposition 2.4.3. Let f : X → SpecR be a quasi-compact morphism. Then,
the natural morphism X → SpecΓ (X,OX) is dominant.

Proof. The fact that f is quasi-compact means that the underlying topolog-
ical space of X is quasi-compact. We will be done, if we can show that, for every
non-nilpotent a ∈ Γ (X,OX), the open subset Xa ⊂ X is non-empty. This is equiv-
alent to saying that Γ (Xa,OX) non-zero. From (1.4.2), we see that Γ (X,OX)a
injects into Γ (Xa,OX). Since a is not nilpotent, Γ (X,OX)a 6= 0: our proof is
finished. �

mos-aff-qc-aff-loc Proposition 2.4.4. Both quasi-compactness and affineness are local on the
base and affine-universal. In particular, quasi-compact and affine morphisms are
stable under base change.

Proof. The second assertion follows from the first by Proposition (2.1.11).
Recall the definitions of the concepts of local on the base and affine-universal from
(2.1.7) and (2.1.5). Let f : X → Y be a morphism of schemes. We’ll prove localness
on the base first, using the Affine Communication Lemma (ACL, for short) (1.3.2).

Quasi-compact: We’ll go through the two conditions for localness on the
base.
(1) If V ⊂ Y is an open subscheme, then perforce the preimage of every

affine open in V is quasi-compact.
(2) In the notation of ACL, let property P for an affine open V ⊂ Y be

true if f−1(V ) is quasi-compact. We’ll show that this property satis-
fies the two conditions of this lemma. Suppose V = SpecR, and let
a ∈ R be any element. Then, we saw earlier in the proof of (1.4.2),
that f−1(SpecRa) = f−1(V )a. Now, if f−1(V ) is quasi-compact,
then it has a covering by finitely many affine opens, and the intersec-
tion of f−1(V )a with each such affine is quasi-compact. This implies
that f−1(V )a is also quasi-compact. Now, suppose {a1, . . . , an} is a
finite generating set for R, and f−1(V )ai is quasi-compact for each i.
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Then, it follows immediately that f−1(V ) is also quasi-compact. So,
using ACL, we conclude that quasi-compactness is local on the base.

Affine: Again, the two conditions, one by one.
(1) The first condition follows trivially from the definition.
(2) Again, we use ACL: let property P for an affine open V ⊂ Y be true

if f−1(V ) is affine. If V = SpecR, and a ∈ R is any element, then
f−1(SpecRa) = f−1(V )a is clearly affine, whenever f−1(V ) is affine.
Now, suppose {a1, . . . , an} is a generating set for R, with Uai affine
for every i, where U = f−1(V ). Then, since the ai generate R, their
images in S will generate S. So we can apply (1.4.3) to conclude that
U is affine.

Now, we move on to showing affine-universality. For affine morphisms, it follows
trivially. For quasi-compact morphisms, we have to work a little harder. So suppose
g : Y ′ → Y is a morphism of affine schemes, and f : X → Y is a quasi-compact
morphism. Since quasi-compactness is local on the base, it suffices to show that
X ×Y Y ′ is quasi-compact. But, if {Vi} is a finite affine cover for X, then Vi×Y Y ′
is a finite affine cover for the base change, and so we see that X ×Y Y ′ is quasi-
compact. �

Here’s a nice application of this proposition that I filched from Ravi Vakil.

Example 2.4.5. Let X = SpecR be an affine scheme, and let Y = SpecR/I
be a closed subscheme associated to an invertible ideal I ⊂ R. See [CA, 7.2.1 ]
for definitions. So there is an affine open cover {Xi = SpecRai} of X such that
Y ∩Xi is associated to a principal ideal (bi) of Rai [CA, 7.1.5 ]. Consider the open
immersion X − Y ↪→ X. For every i, the restriction is the map (Xi)bi ↪→ Xi, and
is hence affine. So we see from the localness on the base of affineness that X − Y
is also affine.

5. The Scheme Theoretic Image

Now we turn to the issue of what the image of a morphism f : X → Y is. We
want it to be a subscheme of Y , preferably a closed subscheme, but which one?
The best way to go about this is by defining the image through some universal
property. What universal property does the image of a morphism satisfy? In
general, if im f : Z → Y is the image morphism, then f should factor through it.
Moreover, if f also factors through any other inclusion Z ′ → Y , then im f should
also factor through it. Basically, the image of f should be the smallest subobject
of Y containing the set-theoretic image of f in this sense. Let’s formalize this now.

Definition 2.5.1. The scheme-theoretic image of a morphism f : X → Y
of schemes is a closed subscheme Z → Y through which f factors. Moreover, if
Z ′ → Y is any other closed subscheme through which f factors, then Z → Y also
factors through Z ′ → Y . Clearly, this is initial in a suitably defined category, and
is thus determined up to unique isomorphism, if it exists.

mos-scheme-theoretic-image Proposition 2.5.2. The scheme-theoretic image of every quasi-compact mor-
phism f : X → Y of schemes exists. Moreover, it’s a closed subscheme associated
to the closure of the set-theoretic image of f .

Remark 2.5.3. We’ll return to this after we’ve investigated quasi-coherent
sheaves over a scheme.
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Proof. A simple(r) application of the Fourfold Way
Step 1: Suppose first that Y = SpecR is affine. Then f : X → Y is
determined by a map φ : R→ OX(X). Consider the closed immersion g :
SpecR/ kerφ→ SpecR. Clearly f factors through this; also, if f factored
through any other closed immersion SpecR/I → SpecR, then it’s easy
to see that I ⊂ kerφ, and so g also factors through SpecR/I → SpecR.
Hence g is the scheme-theoretic image of f . Observe moreover that the
set-theoretic image of g is V (kerφ), which, according to (1.1.8), is locally
the closure of the set-theoretic image of f . Since the image of f is a finite
union of the set-theoretic images of affine opens, its closure is also the
set-theoretic image of g.

Step 2: Now, consider a principal open Ya ⊂ Y . The map f−1(Ya) →
Ya is determined by a map Ra → OXa(Xa) that factors through the
localization φa. But recall from (1.4.2) that, since X is quasi-compact,
the map OX(X)a → OXa(Xa) is an injection. Hence, the kernel of the
map Ra → OXa(Xa) is just kerφa, and the scheme theoretic image of
the map Xa → Ya is therefore ga : Spec(R/I)a → SpecRa, which is
just the map g−1(Ya) → Ya. Now, given any open set U ⊂ Y , we can
cover it with principal opens, and show that the map g−1(U)→ U is the
scheme-theoretic image of f−1(U)→ U .

Step 3: Let Y be arbitrary now, and let {Vi} be an affine open cover for Y .
Let gi : Zi → Vi be the scheme-theoretic images of the maps f−1(Vi)→ Vi
given to us by Step (1). Then, by Step (2), we know that both g−1

i (Vi ∩
Vj) → Vi ∩ Vj and g−1

j (Vi ∩ Vj) → Vi ∩ Vj are scheme-theoretic images
of f−1(Vi ∩ Vj) → Vi ∩ Vj . So there’s a unique isomorphism over Vi ∩ Vj
between them. We can use these isomorphisms to glue together the Zi
and the gi, and get a morphism g : Z → Y , that we can show easily to
be the scheme-theoretic image of f . That its set-theoretic image is the
closure of the set-theoretic image of f follows from Step (1).

�

Example 2.5.4. The scheme theoretic image can be quite horrible, if we remove
the quasi-compactness condition. Consider the natural morphism

∐
n Spec k[x]/(xn)→

Spec k[x]: its scheme theoretic image is the identity map Spec k[x]→ Spec k[x], but
its set theoretic image is just the closed point (x).

mos-red-scheme-theoretic-img Proposition 2.5.5. If, in the proposition above, X is reduced, then the scheme-
theoretic image of f is just the reduced induced subscheme associated to the closure
of the set-theoretic image of f .

Proof. Observe that for every affine open V = SpecR ⊂ Y , the map f−1(V )→
V is induced by a map of rings φ : R → OX(f−1(V )), and the restriction of the
scheme-theoretic image g−1(V )→ V is just the closed immersion SpecR/ kerφ→
SpecR. Since f−1(V ) is quasi-compact, we can cover it with finitely many affines
Wk = SpecSk, and, if Jk = kerφk, where φk : R → Sk induces the morphism
Wk → V , then we see that kerφ = ∩Jk. Now, the closure of the image of Wk → V
is just V (Jk), by (1.1.8).

Since Sk is reduced and R/Jk is a subring of Sk, we see that the scheme-
theoretic image SpecR/Jk → SpecR of Wk → V is the reduced induced subscheme
associated to V (Jk). This implies that Jk ⊂ R is radical, and so also is the finite
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intersection kerφ ⊂ R. So the scheme theoretic image SpecR/ kerφ → SpecR
of f−1(V ) → V is the reduced induced subscheme associated to the set-theoretic
closure V (kerφ). This shows that the scheme theoretic image of X → Y is the
reduced induced subscheme associated to the set-theoretic closure of the image of
f . �

6. Locally Closed Immersions

Definition 2.6.1. A morphism f : Z → Y is a locally closed immersion or
just an immersion if it factors into a closed immersion Z → U followed by an open
immersion U → Y .

mos-loc-closed-aff-loc Proposition 2.6.2. The property of being a locally closed immersion is local
on the base and are stable under base change and compositions.

Proof. First we show that locally closed immersions are local on the base

(1) Suppose f : X → Y is a locally closed immersion factoring as X
g−→ U

h−→
Y , with g a closed immersion and h an open immersion. Let V ⊂ Y
be any open set, then f−1(V ) → V factors as g−1(h−1(V )) → h−1(V )
followed by h−1(V )→ V .

(2) Let f : X → Y be a morphism, and let the property P be true of an open
set V ⊂ Y if f−1(V ) → V is a locally closed immersion. Let {Vi} be an
open cover for V . If P is true for V , then it’s true for all Vi by (1) above.
Conversely, suppose P is true for each Vi; then f−1(Vi)→ Vi factors via a
closed immersion gi : f−1(Vi)→ Ui and an open immersion fi : Ui → Vi.
Identifying Ui with its open image in V , let U =

⋃
i Ui equipped with the

inclusion U ↪→ V . Then, the gi glue together to give a closed immersion
g : f−1(V )→ U (since closed immersions are local on the base), followed
by the open immersion U → V .

Let f : X → Y be a locally closed immersion with the usual factoring X → U → Y ,
and let g : Y ′ → Y be any Y -scheme. We have the following diagram:

X ×Y Y ′ > X

U ×Y Y ′
∨

> U
∨

Y ′
∨

> Y
∨

where we’ve used the isomorphism

X ×Y Y ′ ∼= X ×U (U ×Y Y ′)
as Y -schemes. Since open and closed immersions are stable under base change, we
see from the diagram that so are locally closed immersions.

To show that immersions are stable under composition, it suffices to show that
if f = i ◦ u, where i is a closed immersion and u is an open immersion, then f
can be expressed as a composition v ◦ j, where v is an open immersion and j is
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a closed immersion. Let u : X → Z, and i : Z → Y , and let U ⊂ Y be an open
subset such that u(X) = i−1(U), and let v : U → Y be the natural open immersion.
We’re done now, by observing that i−1(U) → U is a closed immersion, and that
X ∼= i−1(U). �

One might legitimately wonder, given the last paragraph of the proof, why we
choose to define immersions the way we do: why not define them to be compositions
of closed immersions with open immersions, instead of the other way round? The
next Proposition tells us that, if we’re willing to accept certain weak finiteness
hypotheses, we can in fact do this.

mos-loc-closed-open-closed Proposition 2.6.3. Let f : X → Y be a quasi-compact immersion. Then, we
can express f as a composition i ◦ u, where i is a closed immersion and u is an
open immersion.

Proof. Let i : Z → Y be the scheme-theoretic image of f . Hence f = i ◦ v,
where v : X → Z. We claim that v = k ◦ u, where k is a closed immersion and
u is open. For this, we can assume that Y , and hence also Z, is affine. Now,
since f : X → Y = SpecR is an immersion, we can find an open subset U ⊂ Y
such that f factors through a closed immersion j : X → U . We can cover U by
principal affine opens Yai , and consider the restriction ji : Xai → Yai . Now, the
restriction of v, vi : Xai → Zai is the scheme theoretic image of fi : Xai → Y , as
we saw in the construction of the scheme theoretic image. Observe also that it is
now sufficient to prove that vi is the composition of a closed immersion with an
open immersion, for all i. So we’ve reduced the situation to where Y = SpecR,
and X = Spec(Ra/Ja), for some element a ∈ R and some ideal J ⊂ R that doesn’t
contain a. Let I = ker(R→ Ra/Ja); then Z = SpecR/I, and u : X → Z is induced
by the map R/I → (Ra/Ja), which factors as

R/I → R/J → (Ra/Ja).

This gives us our result. �

7. Morphisms of Finite Type and of Finite Presentation

7.1. Morphisms of Finite Type. The regular maps that one encounters in
classical affine algebraic geometry are all induced by maps of finite type between
k-algebras. Such maps still play a big role in scheme theoretic geometry. So we’re
going to define them and look at some of their properties in this section.

Definition 2.7.1. A morphism f : X → Y of schemes is locally of finite type
if, for every affine open V = SpecR ⊂ Y , we can cover f−1(V ) with affine opens
Wi = SpecSi such that the map of rings R→ Si induced by the restriction Wi → V
is of finite-type.

The morphism f is of finite type if, in the notation above, the collection of Wi

can be taken to be finite for every V .

mos-fin-type-equiv-prps Proposition 2.7.2. The following are equivalent for a morphism f : X → Y .
(1) f is locally of finite type.
(2) There is an open cover {Ui : i ∈ I} of Y such that the restrictions

f−1(Ui)→ Ui are locally of finite type.
(3) For every affine open V = SpecR ⊂ Y and every affine open U =

SpecS ⊂ f−1(V ), S is a finitely generated R-algebra.
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Proof. (1) ⇒ (2) and (3) ⇒ (1) are trivial, so we’ll be done if we prove
(2) ⇒ (3). By replacing Y with V and Ui with Ui ∩ V and taking a further
refinement of {Ui}, we can assume that Y = SpecR is affine, and that there is a
finite open cover {Ui = Yfi : 1 ≤ i ≤ n} for some set of generators {f1, . . . , fn}
of the unit ideal of R such that the restriction Xfi → Yfi is locally of finite type.
Now, for every affine open subscheme SpecS ⊂ X, the images of the fi in S also
generate the unit ideal in S, and, moreover, for each i, Sfi is of finite type over
Rfi and thus over R. Now, it follows from (1.3.3) that S is also of finite type over
R. �

Remark 2.7.3. Condition (3) above can be rephrased as saying that morphisms
that are locally of finite type are local on the domain.

mos-fin-iff-loc-fin-qc Lemma 2.7.4. A morphism f : X → Y of schemes is of finite type if and only
if it is of locally finite type and quasi-compact.

Proof. Trivial. �

mos-loc-fin-type-properties Corollary 2.7.5. (1) Morphisms that are locally of finite type are local
on the base and on the domain.

(2) The class of morphisms that are locally of finite type is stable under base
change.

(3) The class of morphisms that are locally of finite type is stable under com-
position.

All the above assertions are also true with ’locally of finite type’ replaced by ’of
finite type’.

Proof. The last assertion follows from the Proposition, the lemma above and
(2.4.4).

(1) Follows immediately from the Proposition.
(2) It suffices to show that the property of being locally of finite type is affine

universal. Suppose g : Y ′ = SpecS → Y = SpecR is a morphism of affine
schemes, and suppose f : X → Y is a morphism of locally finite type.
By localness on the domain, it’s enough to show that X ×Y Y ′ can be
covered by affine opens each of which corresponds to a finitely generated
S-algebra. Now, we can find an affine open cover {Vi = SpecBi} of X such
that Bi is of finite type over S. Then, for each i, Vi×Y Y ′ = SpecBi⊗R S
will be of finite type over S. This gives us an affine cover of X×Y Y ′ that
satisfies our requirements.

(3) Let f : X → Y and g : Z → X be morphisms that are locally of finite
type, and let V = SpecR ⊂ Y be an affine open subscheme, and let
W = SpecT ⊂ g−1(f−1(V )) be an affine open subscheme of Z. We
have to show that T is finitely generated over R. We can find generators
f1, . . . , fr of the unit ideal of T such that g(Wfi) is contained in some
affine subscheme Ui = SpecSi ⊂ f−1(V ). Then, for each i, Tfi is finitely
generated over Si, which in turn is finitely generated over R. Hence, for
each i, Tfi is finitely generated over R. Now the result follows from (1.3.3).

�

Next follows a very important result on morphisms of finite type.
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mos-fin-type-img-constructible Theorem 2.7.6 (Chevalley). Let f : X → Y be a morphism of finite type
between Noetherian schemes. Then the set-theoretic image under f of any con-
structible subset W ⊂ X is a constructible subset of Y .

Proof. At the outset, we can replace X and Y with Xred and Yred, and assume
that our schemes are reduced.

Any constructible set is the finite union of locally closed subsets of X. Hence
it’s enough to show that f(W ) is constructible for any locally closed subset W ⊂ X.
Now, we can consider the inclusion W ↪→ X as being the composition of a closed
immersion with an open immersion. Given this, we see that the morphism W → Y
is also of finite type (since immersions are of finite type). Thus, it suffices to show
(replacing W by X), that f(X) is constructible.

X has only finitely many irreducible components (1.5.4), and so we only need
to show that f(Xi) is irreducible, for every irreducible component Xi of Y . Since
f(Xi) lives inside some irreducible component of Y , we can assume that both X
and Y are irreducible.

We’ll be done if we show that f(X) ∩ U = f(f−1(U)) is constructible, for any
affine open U ⊂ Y . Since Y is quasi-compact, f(X) can then be expressed as a
finite union of constructible sets, and will thus be constructible. In sum, we’re now
in the situation where f : X = SpecS → Y = SpecR, with S an integral domain,
finitely generated over R. Now, replacing Y with Y ′ = Spec(R/ kerϕ), where ϕ
is the map of rings inducing f , we can assume that f is in fact dominant, and
is induced by an injective map of rings R′ = R/ kerϕ ↪→ S, with R′ and S both
domains, S a finitely generated R′-algebra.

To finish the proof, we use the criterion from [NS, 5.4 ](this is where we re-
ally need the Noetherian hypothesis): we’ll show that f(X) contains a non-empty
open subset of Y ′ (note that Y ′ is irreducible). By [CA, 8.1.3 ], we can find
0 6= a ∈ R′ such that Sa is finite over R′a[x1, . . . , xn], and is in particular integral
over this polynomial ring. By (2.8.3), the induced map of spectra is surjective;
i.e. if Z = SpecRa[x1, . . . , xn], then the morphism Xa → Y ′a factors through a
surjective morphism Xa → Z. We’ll now show that the morphism Z → Y ′a is also
surjective. Indeed, we find that for any prime P ⊂ Ra, P [x1, . . . , xn] contracts
to P (alternatively, one can also observe that the polynomial ring is faithfully flat
over R, and apply [CA, 3.6.9 ]). In sum, we find that the morphism Xa → Y ′a
is the composition of two surjective morphisms, and is thus surjective. But then
Y ′a ⊂ f(X) is a non-empty open subset, and our proof is finished. �

Example 2.7.7. In general, the image of a morphism of finite type need not be
open or closed. Consider, for example the morphism f : Spec k[x, y]→ Spec k[x, y],
where k is algebraically closed, induced by the map of rings

k[x, y]→ k[x, y]
x 7→ xy

y 7→ y

Now, a maximal ideal (x − a, y − b) ⊂ k[x, y] contracts to the maximal ideal (x −
ab, y − b) ⊂ k[x, y]. Therefore, the subset of closed points of Spec k[x, y] intersects
the image of f in the subset {(x− ab, y− b) : (a, b) ∈ k2}, which contains all closed
points except for the subset {(x− a, y) : a 6= 0}. This subset is the intersection of
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the set of closed points with V ((y)) minus the point (x, y). So it’s neither closed,
nor open, which implies that the image of f is neither open, nor closed.

7.2. Morphisms of Finite Presentation.

Definition 2.7.8. A morphism f : X → Y is said to be be locally of finite
presentation if, for every

8. Integral and Finite Morphisms

8.1. Integral morphisms.

Definition 2.8.1. A morphism f : X → Y of schemes is integral if, for every
affine open V = SpecR ⊂ Y , f−1(V ) = SpecS is also affine, and f ] : R → S is
integral.

mos-integral-aff-loc Proposition 2.8.2. Let f : X → Y be a morphism.
(1) If there exists an open cover {Ui : i ∈ I} such that f−1(Ui) → Ui is

integral, then f is integral. In other words, integrality is local on the base.
(2) If f is integral and g : Y → Z is another integral morphism, then g ◦ f is

integral.
(3) If f is quasi-compact, X is integral, Y is reduced, and if {Vi : i ∈ I} is

an open cover of X such that f |Vi is integral, then there exists an open
subscheme U ⊂ Y such that f−1(U)→ U is integral.

Proof. Stability under composition follows from the fact that the composition
of two integral maps of rings is still integral. For localness on the base, we’ll use
ACL as usual: let f : X → Y be a morphism of schemes, and let an affine open
V ⊂ Y have property P if f−1(V )→ V is an integral morphism.

(1) If V = SpecR has property P , with f−1(V ) = SpecS such that S is
integral over R, then, for any a ∈ R, it follows that Sa is integral over Ra
(integrality is preserved under localization [CA, 4.2.7 ]).

(2) Now, suppose we have a1, . . . , an ∈ R generating the unit ideal such that
Vai has property P . By localness on the base of affineness, it follows that
f−1(V ) = SpecS is affine over V . So, we have a ring S such that Sai is
integral over Rai , for all i; we want to show that S is then integral over
R. We can of course assume that R ⊂ S. Let S′ be the integral closure
of R in S; then we see that S′ai = Sai , for all i. From this, it follows that
S′ = S, and so S is integral over R.

It remains to prove (3), which is essentially saying that integrality is generically
local on the domain for a quasi-compact morphism. For this, we can assume that
Y = SpecR is affine, and that X has a finite open cover {Vi = SpecSi : 1 ≤ i ≤ n},
with Si integral over R, for each i. We’ll find r ∈ R such that (Vi)r ⊂ Vn, for all
i. Given this, we’ll find that f−1(Yr) = Xr ⊂ Vn, and so f−1(Yr) = (Vn)r is affine
and integral over Yr. Now, we can take U = Yr to finish the proof. We still need to
find such an r. For this we do the following: since Vi ∩Vn 6= ∅, for all i, we can find
ai ∈ Si such that ∅ 6= (Vi)ai ⊂ Vn. Now, since ai is integral over R, it’s the root of
some monic polynomial pi ∈ R[t]. Since Si is a domain, the constant term bi in pi
is non-zero. Let r =

∏
i bi; since R is reduced, Rr 6= 0 and so Yr 6= ∅. Moreover, a

prime in Si that contains ai also contains r, and so (Vi)r ⊂ (Vi)ai ⊂ Vn. So we’re
finally done. �
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The next Proposition will be useful when we encounter the dimension theory
of schemes (6.1.5). For this, recall the definitions of going up and incomparability
from [NS, 6 ]

mos-integral-closed Proposition 2.8.3. Let f : X → Y be an integral morphism of schemes.
(1) f is a closed map.
(2) f has the going up and incomparability properties.

Proof. (1) Replacing Y by the closure of f(X), we may assume that f
is dominant. Now, we can assume that Y , and hence X, is affine, and
show that f is in fact surjective. In this case, f is induced by an integral
extension R ⊂ S, where X = SpecS and Y = SpecR. That f is surjective
now follows from (4.4.5).

(2) Both these properties are local, so we can assume Y , and henceX, is affine.
Now, the result follows immediately from [CA, 4.4.5 ] and [CA, 4.4.7 ].

�

8.2. Finite and Quasifinite Morphisms.

Definition 2.8.4. A morphism f : X → Y is finite if, for every affine open
V = SpecA, f−1(V ) = SpecB is affine, with B a finitely generated module over
A. Hence a morphism is finite if and only if it is integral and of finite type.

A morphism f : X → Y is quasifinite if it’s of finite type and has finite fibers.

Remark 2.8.5. Note that this disagrees with the definition given in [HPII, 3.5 ].

The next Proposition should be predictable.

mos-finite-aff-local Proposition 2.8.6. Being a finite or quasi-finite morphism is a local on the
base and affine-universal property. In particular, the classes of finite morphisms
and quasifinite morphisms are stable under base change.

Proof. We’ll prove localness on the base first.
Finite: The two conditions, one at a time.

(1) Follows from the definition.
(2) As usual, we’ll use ACL. Let f : X → Y be a morphism, and let P

be true of an affine open V = SpecR ⊂ Y , if f−1(V ) = SpecS is
affine with S a finite R-module. Then, for any a ∈ R, Sa will be a
finite Ra-module. Now, suppose {a1, . . . , an} is a finite generating
set for R, and f−1(V )ai = SpecSi is affine, with Si a finite Rai-
module. Then, since affineness is local on the base (2.4.4), we know
that f−1(V ) = SpecS is affine, and so Si = Sai . Let rij ∈ S be such
that Sai is generated as an Rai-module by rij for varying j. Then,
for every element s ∈ S, we can find cij ∈ R and N ∈ N such that
aNi s =

∑
j cijrij . Now, we use the usual partition of unity argument

to conclude that s is in the R-submodule of S generated by the rij ,
and so S is finitely generated over R.

Quasifinite: This is easy, since morphisms of finite type are local on the
base, and having finite fibers is clearly a local condition.

Now, we’ll do affine-universality.
First, we take care of finite morphisms: Let Y ′ = SpecR′ → Y = SpecR be

a morphism of affine schemes, and let X → Y be a finite morphism. Then, by
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definition, X = SpecS is affine, and so we’re reduced to showing that if S is a
finitely generated R-module, then S ⊗R R′ is a finitely generated R′-module. But
this is obvious.

Now, for quasifinite morphisms: Let Y ′ and Y be as above, and let f : X → Y
be a quasifinite morphism. Then, there is a finite affine open cover {Vi = SpecSi}
of X such that Si is a finitely generated R-algebra with only finitely many primes
lying over any given prime Q ⊂ R. That is Si ⊗R k(Q) is a finite k(Q)-algebra.
Then, for any prime P ⊂ R′ with P c = Q, we have

Si ⊗R R′ ⊗R′ k(P ) = Si ⊗R k(Q)⊗R R′ ⊗R′ k(P ).

We see that Si ⊗R (k(Q) ⊗R R′) is finitely generated over k(Q) ⊗R R′, and so
Si ⊗R R′ ⊗R′ k(P ) is a finite k(P )-algebra, and we see that X ×Y Y ′ is covered by
finitely many affines SpecSi⊗RR′ such that each is quasifinite over Y ′. This shows
that X ×Y Y ′ is itself quasifinite over Y ′. �

mos-finite-local-on-domain Proposition 2.8.7. Suppose f : X → Y is a quasi-compact morphism, with
X integral and Y reduced, and suppose there is a finite open cover {Vi : 1 ≤ i ≤ n}
of X such that f |Vi is finite. Then there exists a non-empty open subscheme U ⊂ Y
such that f−1(U)→ U is a finite morphism.

Proof. Follows from part (3) of (2.8.2) and (2.7.2). �

mos-integral-generically-finite Corollary 2.8.8. Let f : X → Y be a dominant morphism of finite type
between integral schemes, and suppose that the fiber Xυ over the generic point υ of
Y is finite. Then K(X)/K(Y ) is a finite field extension and there exists an open
subscheme U ⊂ Y such that f−1(U)→ U is finite.

Proof. There is no harm in assuming that everything in sight is affine. In
this case, the first assertion reduces to showing that if R ⊂ S is a tower of domains
with S a finitely generated R-algebra, and S ⊗R K(R) a finite K(R)-module, then
K(S) is finite over R. But we have, by [CA, 8.5.1 ]:

tr degK(R)K(S) = dim(S ⊗R K(R)) = 0.

So K(S) is an algebraic extension of K(R), which, since it’s a finitely generated
K(R)-algebra, shows that it’s in fact finite.

For the second assertion, by the Proposition above, it suffices to find an open
subscheme V ⊂ Y and an affine open cover {Vi : 1 ≤ i ≤ n} of f−1(V ) such that
f |Vi is finite. For this, we might as well assume that Y = SpecR is affine, and that
X has a finite affine open cover {Wi : 1 ≤ i ≤ n}, where Wi = SpecSi, for some
finitely generated R-algebra Si. Now, by hypothesis, tr degK(R)K(Si) = 0; and so,
by [CA, 8.1.3 ], we can find ai ∈ R such that (Si)a is finite over Rai . Thus, if we
take V =

⋂
i Yai , and Vi = (Wi)ai , we see that all our prayers are answered. �

mos-finite-morphism-closed Proposition 2.8.9. If f : X → Y is a finite morphism, then it is a closed map
of topological spaces.

Proof. Follows from (2.8.3). �

9. Separated and Quasi-separated Morphisms

Separatedness is the algebro-geometrical relativized version of Hausdorffness.
Without much ado, then...
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Definition 2.9.1. For a Y -scheme f : X → Y , the diagonal ∆f : X →
X ×Y X is the morphism whose projections onto each copy of X are just the
identity morphisms.

mos-diagonal-locally-closed Proposition 2.9.2. The diagonal ∆f in the definition above is a locally closed
immersion.

Proof. If {Wj} is an affine open cover for Y , then we know from the construc-
tion of the fiber product (1.7.3) that {f−1(Wj)×Wj f

−1(Wj)} is an open cover of
X ×Y X, and the pullback of such an open set in X is just f−1(Wj). So, since
local closedness is local on the base, we can assume that Y = SpecR is affine. Let
{Vj = SpecSj} be an affine open cover for X; then X ×Y X =

⋃
i,j Vi×Y Vj . Now,

the map X → X ×Y X factors through the open subscheme
⋃
i Vi ×Y Vi. So it

suffices to show that the morphism

X →
⋃
i

Vi ×Y Vi

is a closed immersion. Again, since closed immersions are local on the base, it’s
enough to show that

Vi → Vi ×Y Vi
is a closed immersion. This reduces, by (1.1.8) to showing that the ring map

Si ⊗R Si → Si

is surjective. But this is clear! �

The last part of the proof also shows the following.

mos-affine-diagonal-closed Corollary 2.9.3. If in the above Proposition, if f is an affine morphism, then
the diagonal is a closed immersion.

Proof. Indeed, in this case, f−1(Wi) is itself affine, for every affine open
Wi ⊂ Y . So, by the proof above, the morphism

f−1(Wi)→ f−1(Wi)×Wi f
−1(Wi)

is a closed immersion for every i, which, since closed immersions are local on the
base, shows that the diagonal is itself closed. �

Example 2.9.4. The diagonal need not in general be closed. Consider the affine
line X over k with a doubled origin. More precisely, take two copies of A1

k, say X1

and X2, and glue them along the open set A1
k \ (x). Then, we see that X ×k X is

the affine plane over k but with four origins, one for each ordered pair (i, j), with
i, j = 1, 2. What is the diagonal? X1 maps to the usual diagonal in X1 ×k X1,
and X2 maps to its usual diagonal, and the two diagonals coincide except for the
two distinct origins corresponding to the pairs (1, 1) and (2, 2). In other words, the
diagonal in X ×k X is just the usual diagonal on the plane, but with a doubled
origin. Now, the two remaining origins are still in the closure of this diagonal, and
so the diagonal can’t be closed, but it is locally closed, since it’s closed inside the
open subscheme

⋃
i=1,2Xi ×k Xi.

The above example is symptomatic of what can go wrong: the points fail to be
far enough apart. Recall now that a topological space X is Hausdorff if and only if
the diagonal in X ×X is closed. The Zariski topology is not fine enough to näıvely
transpose the usual Hausdorff condition onto our geometric situation: we cannot
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hope to end up with anything useful. But we do have the notions of products and
diagonals, and the equivalent property that we gave above is the one that will be
most appropriate here. So without further ado...

Definition 2.9.5. A Y -scheme f : X → Y is separated if the diagonal ∆f :
X → X ×Y X is a closed immersion. We may also call f a separated morphism in
this case.

A scheme X is separated if it is separated as a Z-scheme.

Corollary (2.9.3) above immediately gives us the following result.

mos-affine-separated Proposition 2.9.6. An affine morphism is separated.

Proof. Clear from the definition and the Corollary. �

Here’s a nice characterization of separatedness

mos-separated-affine-int-affine Proposition 2.9.7. Let f : X → SpecR be an R-scheme. Then, f is sep-
arated if and only if for some affine cover {Ui = SpecRi} of X and any pair of
indices (i, j), Ui ∩Uj is also affine, with its ring of global sections generated by the
restrictions of Γ (Ui,OX) and Γ (Uj ,OX).

Proof. From our Very Useful Fiber Diagram (7.4) (henceforth referred to as
VUFD), we have a fiber diagram

Ui ×X Uj
φ
> Ui ×SpecR Uj

X
∨ ∆f

> X ×SpecR X
∨

Now, Ui×XUj is canonically isomorphic to Ui∩Uj , and the arrow on the bottom
is just the diagonal. Now, suppose f is separated; then ∆f is a closed immersion,
and hence φ is a closed immersion. But Ui ×SpecR Uj = SpecRi ⊗R Rj is affine,
and so by (2.1.3), we see that Ui ∩ Uj is also affine with its ring of global sections
generated by the image of Ri⊗RRj , which gives us one implication. For the other,
suppose Ui ∩ Uj is affine, and Γ (Ui ∩ Uj ,OX) is generated by the restrictions of
Γ (Ui,OX) and Γ (Uj ,OX), for all pairs i, j. Then φ is induced by a surjection, and
is thus a closed immersion for all i, j. Since {Ui ×SpecR Uj} is an open cover for
X ×SpecR X, and closed immersions are local on the base, we see that ∆f must
also be a closed immersion. �

The above property can be used, with a slight modification, to characterize
another useful class of morphisms.

Definition 2.9.8. A Y -scheme f : X → Y is quasi-separated if the diagonal
∆f is quasi-compact. As always, we may also say that f is a quasi-separated
morphism.

mos-quasisep-characterization Proposition 2.9.9. A morphism f : X → Y is quasi-separated if and only if
for every affine open W ⊂ Y , and every pair of affine opens U, V ⊂ f−1(W ), U ∩V
can be covered with finitely many affine opens.
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Proof. Let U, V,W be as in the statement. As before, we have the fiber
diagram:

U ∩ V > U ×Y V

X
∨ ∆f

> X ×Y X
∨

If ∆f is quasi-compact, then U ∩ V is quasi-compact, and so can be covered with
finitely many affine opens. Conversely, if U ∩ V can be covered with finitely many
affine opens for every such pair U, V ⊂ f−1(W ), then we see that we can cover
X ×Y X with affine opens whose pullbacks in X can be covered with finitely many
affine opens and are thus quasi-compact. Since quasi-compactness is local on the
base, we’re done. �

mos-principal-open-quasisep-qc Corollary 2.9.10. Let f : X → SpecR be a quasi-separated, quasi-compact
morphism. Let A = Γ (X,OX); then for every a ∈ A, we have

Aa ∼= Γ (Xa,OX)

Proof. Just observe that the hypotheses of part (3) in (1.4.2) are satisfied in
this case. �

Example 2.9.11. Take two copies X1 and X2 of Y = Spec k[x1, x2, . . .], and
glue them along the open set Y \ {(x1, x2, . . .)} to get infinite dimensional affine
k-space X with a doubled origin. The intersection of the two affine schemes X1

and X2 inside X is just A∞k with the origin removed. This is the complement of
the closed set V ((x1, x2, . . .)), and is certainly not quasi-compact. So we see that
X is not quasi-separated. Some sort of non-Noetherian pathology was essential in
this example, since we get quasi-compactness for free in the Noetherian situation.

mos-separated-aff-loc Proposition 2.9.12. Separatedness and quasiseparatedness are local on the
base and stable under base change. The composition of two (quasi)separated mor-
phisms is again (quasi)separated.

Proof. For a change, we’ll prove stability under base change first. Let g :
Y ′ → Y and f : X → Y be Y -schemes. If W = X ×Y Y ′, then we have the
following fiber diagram.

W > W ×Y ′ W

X
∨

> X ×Y X
∨

We actually get this from VUFD (7.4) by observing that

(X ×Y Y ′)×Y ′ (X ×Y Y ′) ∼= X ×Y (X ×Y Y ′) and

(X ×Y Y ′)×X X ∼= X ×Y Y ′

Given this diagram, we see that if the diagonal on the bottom is closed (resp. quasi-
compact) then so is the diagonal on the top. This shows exactly that separatedness
(resp. quasiseparatedness) is stable under base change. Observe that we used
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the fact that closed immersions (2.1.12) and quasi-compact morphisms (2.4.4) are
stable under base change.

Now we do localness on the base.
(1) Suppose f : X → Y is a Y -scheme, and U ⊂ Y is open. Then we have

the following fiber diagram

f−1(U) > f−1(U)×U f−1(U)

X
∨

> X ×Y X
∨

This shows that the diagonal on the top is a closed immersion (resp.
quasi-compact) whenever the diagonal on the bottom is.

(2) Conversely, if we have an open cover {Ui} of Y such that the diago-
nal f−1(Ui) → f−1(Ui) ×Ui f−1(Ui) is a closed immersion (resp. quasi-
compact), then, since closed immersions (resp. quasi-compact morphisms)
are local on the base, we find that the diagonal X → X ×Y X is also a
closed immersion (resp. quasi-compact).

For the last statement, suppose we have two morphisms f : X → Y and
g : Y → Z. We have the following diagram from VUFD (7.4).

X > X ×Y X > X ×Z X

Y
∨

> Y ×Z Y
∨

Now, since both closed immersions and quasi-compact morphisms are stable under
base changes and compositions, the composition X → X ×Z X on the top row is a
closed immersion (resp. quasi-compact) whenever the diagonal on the bottom row
is a closed immersion (resp. quasi-compact). �

mos-separated-criteria Corollary 2.9.13. Let X be a scheme. The following are equivalent:
(1) X is separated.
(2) There is a separated morphism f : X → SpecR, for some ring R.
(3) Every morphism of schemes f : X → Y with domain X is separated.

Proof. We’ll use the criterion from (2.9.7). According to this a morphism
f : X → SpecR is separated if and only if there is an open affine cover {Ui} of X
such that Ui ∩ Uj is affine, with the natural map

Γ (Ui,OX)⊗Z Γ (Uj ,OX)→ Γ (Ui ∩ Uj ,OX)

a surjection, for all pairs i, j. But this criterion is completely independent of R! So
we immediately get the equivalence (1) ⇔ (2). It is clear that (3) ⇒ (1), so we’ll
finish the proof by showing (2) ⇒ (3): but this follows immediately from the fact
that separatedness is local on the base, and the fact that any open subscheme of a
separated scheme is also separated. �

The next Proposition is very useful.
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mos-property-P Proposition 2.9.14. Let Ξ be a property of morphisms of schemes that’s stable
under base changes and compositions.

(1) Suppose we have a diagram such as this:

X
f

> Y

Z

g

<

h

>

If the diagonal ∆g : Y → Y ×Z Y and h have property Ξ, then so does
f . In particular, if closed immersions have property Ξ and g is separated,
then h has property Ξ if and only if f also does.

(2) If X → X ′ and Y → Y ′ are morphisms of Z-schemes with property Ξ,
then X ×Z Y → X ′ ×Z Y ′ also has property Ξ. Equivalently, Ξ is stable
under products.

(3) If every closed immersion has property Ξ, and X → Y has property Ξ,
then so does Xred → Yred.

Proof. (1) If we prove the first part of (1), the second will follow, since
∆g will be a closed immersion and will thus have property Ξ. Consider
the following fiber diagram.

X
Γ
> X ×Z Y

Y

f

∨

∆g

> Y ×Z Y

f × 1Y

∨

We obtain this from VUFD (7.4) via the isomorphism

X ×Y Y ∼= Y.

Since Ξ is stable under base change, we see that Γ has property Ξ. Observe
now that if p2 : X×Z Y → Y is the canonical projection, then p2 ◦Γ = f .
So to show that f has property Ξ, it’s enough to show that p2 does. But
we get that from the following base change diagram:

X ×Z Y > X

Y

p2

∨ g
> Z

h

∨

using the fact that h has property Ξ.
(2) Since Ξ is stable under composition, it suffices to show that X ×Z Y →

X ×Z Y ′ has property Ξ. But observe that

X ×Z Y ∼= (X ×Z Y ′)×Y ′ Y,
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and so we have the base change diagram
X ×Z Y > Y

X ×Z Y ′
∨

> Y ′
∨

Since Ξ is stable under base change, we see that the vertical map on the
left also has property Ξ.

(3) We have the following diagram
Xred > X ×Y Yred > X

Yred

∨
>

>

Y
∨

Now, since the morphism Xred → X is a closed immersion, it has property
Ξ. The morphism X ×Y Yred → X is the base change of Yred → Y and is
thus also a closed immersion; hence, it’s separated. By part (1), we see
that Xred → X ×Y Yred must also have property Ξ. Since Xred → Yred is
the composition

Xred → X ×Y Yred → Yred,

it must also have property Ξ (the second map in the composition has
property Ξ, since it’s the base change of a morphism with property Ξ).

�

10. The Graph of a Morphism and the Locus of Agreement

Definition 2.10.1. The graph of a morphism f : X → Y of Z-schemes is the
morphism Γf : X → X ×Z Y whose projections onto X and Y are the identity and
f respectively.

Observe that, if p1 : X ×Z Y → X is the projection onto X, then by definition
p1 ◦ Γf = 1X . In other words, Γf is a section for p1 over X. Hence, the nature of
the graph of a morphism is described by the next Proposition.

mos-section-locally-closed Proposition 2.10.2. For any morphism p : X → Y , a section s : Y → X of p
is a locally closed immersion. If p is separated, then s is in fact a closed immersion.

Proof. We have the following diagram

Y
s

> X

Y

p

∨

1Y

>

Now, 1Y is an immersion, and Γp is also an immersion. So we can apply part (1)
of (2.9.14) to conclude that s is also an immersion. If p is separated, then 1Y and
Γp are both closed immersions, and the assertion follows. �
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mos-graph-separated Corollary 2.10.3. For any morphism f : X → Y of Z-schemes, the graph
Γf : X → X ×Z Y is a locally closed immersion. If Y is a separated Z-scheme,
then Γf is in fact a closed immersion.

Proof. Note that Γf is a section of the natural projection p1 : X ×Z Y → X.
Since p1 is the base change of Y → Z, it’s separated whenever Y is separated over
Z. Now apply the Proposition. �

Definition 2.10.4. Given two morphisms of Z-schemes f, g : X → Y , the
locus of agreement of f and g is a locally closed subscheme V → X that satisfies
the following universal property: Every morphism of Z-schemes h : W → X with
f ◦ h = g ◦ h factors uniquely through V .

mos-locus-of-agreement Proposition 2.10.5. The locus of agreement h : V → X of any two morphisms
between the Z-schemes X and Y exists, and is a locally closed immersion. If Y → Z
is separated, then the locus of agreement is in fact a closed immersion. If X is
reduced, then V has the reduced induced subscheme structure.

Proof. We define V → X to be the pullback in the following diagram
V > Y

X
∨ (f, g)

> Y ×Z Y
∨

Since it’s the base change of the locally closed diagonal morphism, it is itself locally
closed. It’s also easy to check that the universal property that it satisfies by virtue
of being the pullback is precisely the property we need for it to be the locus of
agreement. When Y is separated over Z, the diagonal is a closed immersion, and
so V → X is also a closed immersion.

If X is reduced, then every morphism Z → X will factor through Zred → X,
and so will factor also through Vred. This implies that V = Vred, and so V is
reduced. �

mos-morphisms-agree-dense-everywhere Corollary 2.10.6. Suppose f, g : X → Y are morphisms of Z-schemes that
agree on a dense open subset of X. If X is reduced and Y is separated over Z, then
f = g; i.e. the closed subscheme V → X is in fact an isomorphic to the identity
morphism on X.

Proof. By the Proposition, we see that V → X is a closed subscheme with
the reduced induced subscheme structure. But now, if f = g on a dense open
subset U ⊂ X, the inclusion U ↪→ X must factor through V by its universal
property. Hence, the closed set underlying V is all of X. But since V has the
reduced induced subscheme structure and X is reduced, we see that V → X is in
fact an isomorphism, and hence f = g on all of X. �

Example 2.10.7. This is not true if either X is not reduced or Y is not sepa-
rated. For the latter, just take the affine line with the doubled origin, and consider
two different maps to itself: the identity and the map that switches the two origins.
For the former, consider two morphisms Spec k[x]/(x2)→ Spec k[x]/(x2): the iden-
tity and the map induced by the zero map. It’s easy to see the locus of agreement is
the closed subscheme Spec k[x]/(x)→ Spec k[x]/(x2), which is not an isomorphism.
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The basic issue with nonreduced schemes is that two morphisms can agree as maps
on the underlying topological space, but be completely different as morphisms of
schemes, which is exactly what is happening in the situation here. Both x and 0
are ’zero’ functions on Spec k[x]/(x2), but x carries more information than 0 in the
scheme theoretic sense.

11. Universally Closed and Proper Morphisms

Recall that a morphism is universally Ξ for some property Ξ if all its base
changes also have property Ξ.

mos-univ-closed-aff-loc Proposition 2.11.1. The following statements are true
(1) Every closed immersion is universally closed.
(2) Universally closed morphisms are stable under base change.
(3) Universally closed morphisms are stable under composition.
(4) Universally closed morphisms are local on the base.
(5) Let f : X → Y be a surjective morphism of S-schemes, and suppose

g : X → S is universally closed. Then h : Y → S is also universally
closed.

Proof. (1) Closed immersions are stable under base change, and are
closed morphisms. The result is immediate.

(2) Suppose f : X → Y is universally closed and Y ′ → Y is any Y -scheme.
Then, we see that for any Y ′-scheme Z, we have

(X ×Y Y ′)×Y ′ Z ∼= X ×Y Z,
and so X ×Y Y ′ → Y ′ is also universally closed.

(3) Suppose f : X → Y and g : Y → Z are universally closed. Let W → Z
be any Z-scheme. Then we see that

W ×Z X ∼= (W ×Z Y )×Y X.
So the morphism W ×Z X →W factors as

(W ×Z Y )×Y X →W ×Z Y →W,

and the conclusion follows from the stability under composition of closed
morphisms.

(4) Suppose f : X → Y is a morphism, and suppose {Vi} is an open cover for
Y such that f−1(Vi)→ Vi is universally closed for every i. Then, for any
Y -scheme g : Z → Y , the morphisms g−1(Vi) ×Vi f−1(Vi) → g−1(Vi) are
closed. The result now follows from the fact that closed morphisms are
local on the base, which is a purely topological statement.

(5) Surjective morphisms are stable under base change, and so we find that,
for all S-schemes T → S, the morphism of T -schemes

X ×S T → Y ×S T
is surjective. Moreover X ×S T → T is universally closed, by part (2).
Hence, it suffices to show that h : Y → S is closed. But if Z ⊂ Y is a
closed subset, then Z = f(f−1(Z)), and so

h(Z) = h(f(f−1(Z))) = g(f−1(Z))

is closed.
�
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We will define now what are probably the most important class of morphisms
in the elementary study of algebraic geometry.

Definition 2.11.2. A morphism f : X → Y is proper if it is separated, of
finite type and universally closed.

The next Proposition is immediate from (2.9.12), (??) and (2.11.1).

mos-proper-aff-loc Proposition 2.11.3. The following statements are true
(1) Proper morphisms are stable under base change.
(2) Proper morphisms are stable under composition.
(3) Proper morphisms are local on the base.
(4) Suppose f : X → Y is a surjective morphism of S-schemes, where X → S

is universally closed. If Y → S is separated and of finite type, then Y → S
is proper.

12. Summary of the Chapter

We’ve studied all kinds of morphisms in this section. In the next Proposition,
we record the relationships between the different classes or morphisms.

mos-relations-prps-morphisms Proposition 2.12.1. The following statements hold for morphisms of schemes.
Closed immersions are: Monomorphisms, Finite and Proper.
Open immersions are: Monomorphisms, Open, Locally of finite type and

Separated.
Locally closed immersions are: Monomorphisms, Locally of finite type

and Separated.
Affine morphisms are: Quasi-compact and Separated.
Integral morphisms are: Affine.
Morphisms of finite type are: Locally of finite type and Quasi-compact.
Finite Morphisms are: Closed, Affine, Quasifinite, Integral, Of Finite Type

and Separated.
Quasifinite Morphisms are: Of Finite Type.
Separated Morphisms are: Quasi-separated.
Proper Morphisms are: Universally closed, of Finite Type and Separated.

Proof. Most of these have been proved before. So we’ll just give references.
(1) That closed immersions are finite basically follows from the fact that R/I

is a finite R-module for any ring R and any ideal I ⊂ R. That they’re
monomorphisms follows immediately from their definition. Now, since
they are affine, they are automatically separated, and since they’re stable
under base change, they’re universally closed, and hence proper.

(2) That open immersions are locally of finite type follows from the fact that
any localization Ra for a ring R and an element a ∈ R is a finitely gen-
erated R-algebra. To see that an open immersion is separated, just note
that for any open subscheme U ⊂ X, the morphism U → U ×X U is a
homeomorphism of the underlying topological spaces.

(3) Follows from (1) and (2).
(4) Quasi-compactness follows from its definition, and separatedness follows

from (2.9.6).
(5) Follows from definition.
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(6) See (2.7.4).
(7) That finite morphisms are affine (and thus separated) follows from their

definition. They’re clearly of finite type; for closedness and quasifiniteness,
see [HPII, 3.5 ].

(8) From the definition.
(9) Ditto.

(10) Like I said.
�

Every property of morphisms we’ve encountered has been local on the base and
stable under base change. Let’s record that here.

mos-morph-aff-loc-base-change Proposition 2.12.2. The following classes of morphisms of schemes are local
on the base and stable under base change.

(1) Surjections and monomorphisms.
(2) Closed, open and locally closed immersions.
(3) Affine morphisms.
(4) Quasi-compact morphisms.
(5) Morphisms of locally finite type and morphisms of finite type.
(6) Finite and quasifinite morphisms.
(7) Separated and Quasi-separated morphisms.
(8) Universally closed morphisms.
(9) Proper morphisms.

mos-morph-closed-comp Proposition 2.12.3. The following classes of morphisms are stable under com-
position.

(1) Surjections and monomorphisms.
(2) Closed and open morphisms.
(3) Closed, open and locally closed immersions.
(4) Affine and quasi-compact morphisms.
(5) Morphisms of locally finite type and morphisms of finite type.
(6) Finite and quasifinite morphisms.
(7) Separated and quasi-separated morphisms.
(8) Universally closed morphisms.
(9) Proper morphisms.

Proof. Most of this has been done before.
(1) Immediate.
(2) Trivial.
(3) See above.
(4) This is straightforward from the definition.
(5) See [HPII, 3.11 ].
(6) Easy. The quasifinite case follows partly from (3) right above.
(7) See (2.9.12).
(8) See (2.11.1).
(9) See (2.11.3).

�



CHAPTER 3

The Proj Construction

chap:proj
1. Proj of a Graded Ring

In these notes, we fix a graded ring S =
⊕

n∈Z Sn with the irrelevant ideal
S+ =

⊕
n 6=0 Sn.

Definition 3.1.1. We set

spc(ProjS) = {P ⊂ R : P a homogeneous prime,P + S+} ⊂ spc(SpecS).

We will use the letter X to denote spc(ProjS) for the remainder of this section.
For a homogeneous ideal I ⊂ S, we set V+(I) = {P ∈ X : P ⊃ I} ⊂ X, and

for a homogeneous element f ∈ S, we set X(f) = {P ∈ X : f /∈ P} ⊂ X.

proj-vplus-prps Proposition 3.1.2. The assignment I 7→ V+(I) satisfies the following proper-
ties:

(1) V+(IJ) = V+(I ∩ J) = V+(I) ∪ V+(J), for two homogeneous ideals I, J .
(2) V+(

∑
k Ik) = ∩kV+(Ik), for an arbitrary collection of homogeneous ideals

{Ik}. Thus we can equip X with a topology where {V+(I) : I ⊂ R homogeneous}
is the collection of closed sets.

(3) V+(I) ⊂ V+(J) if and only if J ∩ S+ ⊂ rad(I).
(4) V+(I) = ∅, if and only if rad I ⊃ S+. In particular, X = ∅ if and only if

NilS ⊃ S+.
(5) V+(I) = X if and only if I ∩ S+ ⊂ NilS.
(6) The topology on X is the topology induced from Y = spc(SpecS).
(7) V+(I) is homeomorphic to spc(ProjS/I).

Proof. (1) Clear.
(2) Immediate. Observe that V+((0)) = X and V+(S+) = φ.
(3) V+(I) = V+(rad(I)).
(4) Follows from the fact that rad I is homogeneous and is hence the inter-

section of homogeneous primes containing I.
(5) First suppose J ∩ S+ ⊂ rad I; then every prime P ∈ V+(I) = V+(rad I)

also contains J ∩ S+ and thus JS+. Since P doesn’t contain S+, it
must contain J . Conversely, suppose V+(I) = V+(rad I) ⊂ V+(J). Let
P ∈ V+(I) be a prime containing I (not necessarily homogeneous); then
P ∗ is a homogeneous prime containing I. If P ∗ ∈ X, then P ∗ ∈ V+(I), and
so P ∗ ∈ V+(J), which means that J ⊂ P . If P ∗ ⊃ S+, then J ∩ S+ ⊂ P .
So we see that

J ∩ S+ ⊂
⋂

P∈V+(I)

P = rad I

(6) From (3): take J = S+. For the second statement, take I = 0.

55
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(7) Ditto: take J = (0).
(8) Follows from the fact that V+(I) = X ∩ V (I).
(9) The homeomorphism from V (I) to spc(SpecS/I) restricts to our required

homeomorphism from V+(I) to spc(ProjS/I).
�

Definition 3.1.3. In the topology on X given to us by the Proposition, the
sets of the form X(f) are open. We’ll call them principal open sets of X.

The next Proposition does most of the work in the construction of the natural
scheme structure on X.

proj-loc-homogeneous-element Proposition 3.1.4. Let f ∈ S be a homogeneous element of non-zero degree
s, and let M be a graded S-module. Then

(1) There is a one-to-one correspondence between homogeneous primes in S
not containing f , and the primes in S(f).

(2) For any homogeneous ideal I ⊂ S, we have

(S/I)(f)
∼= S(f)/I(f).

(3) If g ∈ S is another homogeneous element, then the correspondence in (2)
induces a one-to-one correspondence between primes in S not containing
fg and primes in S(f) not containing u = gsf− deg g.

(4) If g ∈ S is another homogeneous element such that gk = af , for some
homogeneous a ∈ S, then the natural map Sf → Sg induces a canonical
isomorphism M(f)u

→M(g), where u = gsf− deg g.
(5) If P ⊂ S is a homogeneous prime not containing f , then we have a natural

isomorphism
M(f)PSf∩S(f)

∼= M(P )0
.

Proof. (1) First, let Q ⊂ S(f) be a prime. Consider the ideal radQSf ⊂
Sf . We claim that this is a homogeneous prime. That it’s homoge-
neous follows from [CA, 1.1.5 ]. To check primeness, suppose we have
two homogeneous elements a, b ∈ Sf such that ab ∈ radQSf . There is
some k ∈ N such that aksbks ∈ QSf . Let deg a = r and deg b = t;
then f−kraksf−ktbks ∈ Q, and since Q is prime, we can assume without
loss of generality that f−kraks ∈ Q, and so aks ∈ QSf . This gives us
a ∈ radQSf , and so radQSf is indeed prime. If P = φ−1(radQSf ),
then it’s a homogeneous prime in S. It’s clear that P doesn’t contain
f . Moreover, by the properties of localization, PSf = radQSf , and so
PSf ∩ Q = rad(QSf ) ∩ Q = radQ = Q. Conversely, suppose P ′ ⊂ S
is another prime not containing f such that P ′Sf ∩ Q = Q. Then for
every a ∈ P ′Sf with deg a = r, we see that f−ras ∈ P ′Sf ∩ Q ⊂ PSf ,
and so a ∈ PSf . This shows P ′Sf ⊂ PSf , and by symmetry we have
PSf = P ′Sf . Thus the correspondence Q 7→ φ−1(radQSf ) gives us the
one-to-one mapping that we claimed.

(2) Follows immediately from the fact that (S/I)f ∼= Sf/If , and the definition
of the grading on the quotient ring.

(3) Suppose fg ∈ P ⊂ S and f /∈ P . Then g ∈ P , and so u ∈ PSf ∩ S(f).
Conversely, if fg /∈ P , then f, g /∈ P , but if u ∈ PSf , then gs ∈ P ,
implying g ∈ P , which is a contradiction.
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(4) The canonical homomorphism from Mf →Mg is given by x
fm 7→

amx
gmk

, for
x ∈M . See (1.1.4) to see that this is well-defined. This is in fact a homo-
morphism of degree 0 of graded modules, since deg x+m(deg a−k deg g) =
deg x−mdeg f . So it induces a homomorphism M(f) → M(g) on the ze-
roth degree subrings. Observe that u ∈ S(f) acts invertibly on M(g);
hence the homomorphism above factors uniquely through a homomor-
phism M(f)u

→ M(g). We’ll show injectivity of this map first. Suppose
x
fn ∈ M(f) goes to zero under this map. Then, there is l ∈ N such that
glsanx = 0 ∈M . Multiplying by suitable powers of a and f , we find that
g(l+n)sx = 0 ∈M ; but then u(l+n)sx = 0 ∈M(f), and so x

fn = 0 ∈M(f)u
.

For surjectivity, we’ll write down this map explicitly.

x

fnum
7→ anfmtx

gnk+ms
=
f tm−nx

gsm
,

where t = deg g. Now, every element in M(g) is of the form y
gl

, where
deg y = tl. Let m ≥ 0 be large enough so that sm ≥ l. Consider x =
gsm−ly
ftm−n ∈ M(f): deg x = ns, and so x

fnum ∈ M(f)u
. We see immediately

that x
fnum goes to y

gl
under the map above. This shows surjectivity, and

finishes our proof.
(5) Observe that M(P ) is a localization of Mf , and the natural homomor-

phism Mf →M(P ) induces a homomorphism M(f) →M(P )0
. Since every

element in PSf ∩ S(f) acts invertibly on M(P )0
, this map factors through

a homomorphism

(M(f))PSf∩S(f) →M(P )0

m/f t

a/fr
7→ frm

af t
,

where m ∈M , a /∈ P are homogeneous, and degm = ts, deg a = rs. This
map is surjective: suppose n

gk
∈M(P )0

, where g /∈ P and k deg g = deg n.
Then, consider

x =
gk(s−1)n/fk deg g

gks/fk deg g
;

we see that x 7→ n
gk

under the homomorphism above. It remains to see that

this map is injective. So suppose frm
aft = 0; then there is a homogeneous

element b /∈ P such that bfrm = 0. This implies that bm = 0 in Mf ,
which means that bft

ft+(deg b/s)
m
ft = 0, and so m

ft = 0 to begin with.
�

proj-principal-open-prps Proposition 3.1.5. We can say the following things about principal open sets:
(1) X(f) = X, if and only if rad(f) ⊃ S+.
(2) X(f) = ∅ if and only if f ∈ NilS.
(3) X(fg) = X(f) ∩X(g).
(4) Given any open set U ⊂ X, and a prime P ∈ U , there is a homogeneous

f ∈ S such that P ∈ X(f) ⊂ U .
(5) The principal open sets form an open base for the topology on X.
(6) X(f) ⊂ X(g) if and only if fk = ag, for some homogeneous a ∈ S, k ∈ N.
(7) X(f) is homeomorphic to spc(SpecS(f)).
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(8) {X(fi) : i ∈ I} is an open cover for X if and only if S+ ⊂ rad((fi : i ∈ I)).

Proof. (1) Follows from part (5) of the (3.1.2)
(2) Follows from part (6) of the same Proposition.
(3) A prime P doesn’t contain fg if and only if it doesn’t contain both f and

g.
(4) If U = X \ V+(I), then take f to be any homogeneous element of I.
(5) Clear.
(6) We see that V+((g)) ⊂ V+((f)) if and only if (f) = (f)∩S+ ⊂ rad(g) if and

only if fk = ag, for some a ∈ S, k ∈ N. Since fk and g are homogeneous,
it follows that we can discard all but the homogeneous component of a
with degree ks− deg g.

(7) Observe that X(f) = Yf ∩X, where Y = spc(SpecS). So the restriction of
the homeomorphism from Yf to spc(SpecSf ) is a homeomorphism from
X(f) to its image in spc(SpecSf ). If we now compose this with the con-
traction map from spc(SpecSf ) to spc(SpecS(f)), we see that from (3.1.4)
that we have a continuous bijection from X(f) to spc(SpecS(f)). Again
from (3.1.4) X(fg) goes to a principal open set in spc(SpecS(f)), and so
the map is in an open map and thus a homeomorphism.

(8) This can be an open cover if and only if V+((fi : i ∈ I)) = ∅, which can
happen if and only if S+ ⊂ rad((fi : i ∈ I)).

�

Finally we’re ready to define ProjS.

proj-construction-proj Theorem 3.1.6. There is a unique S0-scheme ProjS with underlying topolog-
ical space X = spc(ProjS), for which the following statements are true:

(1) For every homogeneous element f ∈ S, the open subscheme X(f) is iso-
morphic to SpecS(f).

(2) ProjS is separated.
(3) For every point P ∈ spc(ProjS), the stalk OProjS,P is isomorphic to S(P )0

.
(4) Every irreducible component of ProjS is of the form V+(P ), for some

minimal prime P ⊂ S.
(5) If S is finitely generated over S0, then the structure morphism ProjS →

SpecS0 is of finite type. If, in addition, S0 is Noetherian, then ProjS is
in fact a Noetherian scheme.

Proof. For a homogeneous element f ∈ S, let φf : SpecS(f) → X(f) be the
homeomorphism that we found in the Proposition above. Let OX(f) = φf ∗OSpecS(f) ;
then (X(f),OX(f)) equips X(f) with the structure of an affine scheme isomorphic
to SpecS(f). We’ll be done if we show that we can glue these open subschemes
together.

For this, suppose X(g) is another open subscheme. Then X(fg) has an intrinsic
structure of an affine scheme arising from its homeomorphism with SpecS(g), but
it also inherits affine subscheme structures as a principal open subset inside both
SpecS(f) and SpecS(g) . Then, part (4) of (3.1.4) tells us that these structures are
isomorphic via a canonical isomorphism. Thus, we can indeed glue them together
to obtain a global scheme structure, which we call ProjS.

That this makes it an S0-scheme follows because each affine open X(f) has a
unique morphism to SpecS0 induced by the natural map S0 → S(f). To see that it’s
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separated, we use the criterion from (2.9.7). We take our open cover to be {X(f)},
for f ∈ S homogeneous. We see that X(f) ∩ X(g) is affine for f, g ∈ S; so it only
remains to show that its ring of global sections S(fg) is generated by the restrictions
of S(f) and S(g). We see from (3.1.4) that S(fg)

∼= S(f)u
, where u = gdeg ff− deg g.

Clearly, fdeg gu is in the image of the natural map S(g) → S(fg), thus showing that
S(fg) is generated by the images of S(f) and S(g).

For the statement about stalks, we use the isomorphism

S(f)PSf∩S(f)

∼= S(P )0
,

from (3.1.4), and the fact that for any affine scheme SpecR, and any prime Q ⊂ R,
OSpecR,Q

∼= RQ.
If now S is finitely generated over S0, we will show that S(f) is also finitely

generated over S0 for every homogeneous f ∈ S. This will show that SpecS(f)

is of finite type over SpecS, which will prove the statement. Suppose deg f = d;
then we see from [CA, 1.6.5 ] that S(d) is finitely generated over S0, and thus
S(f) = S

(d)
f /(f − 1) is also finitely generated over S0. If S0 is Noetherian, then S is

also Noetherian by [CA, 1.3.4 ], and so by the same argument S(f) is Noetherian,
which finishes our proof, since Noetherianness is local on the base. See (1.3.3). �

Now, we investigate the generic points of a projective scheme.

proj-generic-points Proposition 3.1.7. Let S be a graded ring.
(1) A closed subset V+(I) ⊂ ProjS is irreducible if and only if rad(I)∩S+ is

prime.
(2) The irreducible components of ProjS are of the form V+(P ), where P is

minimal among homogeneous primes not containing S+. In particular,
ProjS is irreducible if and only if there is a unique homogeneous prime
minimal among those not containing S+.

(3) The generic points of ProjS are in bijective correspondence with the ho-
mogeneous primes of S that are minimal among primes not containing
S+.

Proof. (1) Consider V (I) ⊂ SpecS: this is the union of closed irre-
ducible subsets V (P ), where P is a minimal prime over I. Since I is
homogeneous, we see from [CA, 1.4.2 ] that every minimal prime over I
is also homogeneous. Now, V+(P ) = V (P ) ∩ ProjS is empty if and only
if P ⊃ S+. Therefore, V+(I) is irreducible if and only if there is at most
one minimal prime P over I such that P + S+. Equivalently, V+(I) is
irreducible if and only if rad(I) ∩ S+ is prime.

(2) Follows from (1), and the fact that if P  Q, then V+(P ) ! V+(Q).
(3) Immediate.

�

2. Functorial Properties of Proj

Naturally, we would now like to investigate what kind of morphisms of schemes
are induced by homomorphisms between graded rings.

proj-ring-map-proj-map Proposition 3.2.1. Let R and S be two graded rings, and let φ : R → S be
a homomorphism of rings. Suppose there is e ∈ Z such that φ(Rn) ⊂ Sne, for all
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n ∈ Z. Let G(φ) be the open subscheme ProjS \ V+(ϕ(R+)S). Then there is a
natural affine morphism

Proj(φ) : G(φ)→ ProjR
such that, for all f ∈ R+,

Proj(φ)−1((ProjR)(f)) = (ProjS)(φ(f)).

Proof. The restriction of the induced map spc(SpecS)→ spc(SpecR) (which
is just contraction of primes under φ) to G(φ) gives us a map, which we’ll call φ∗,
of the underlying topological spaces. Let f ∈ R be any homogeneous element;
consider the affine open SpecR(f) ⊂ ProjR. As a subspace, it consists of all
homogeneous primes not contained in R+ and not containing f . Now, any prime
in S not containing φ(f) also does not contain φ(R+)S. Hence

proj-eqn-affinenessproj-eqn-affineness (1) (φ∗)−1(SpecR(f)) = SpecS(φ(f)) ⊂ G(φ).

Moreover, the induced map on the localizations φf : Rf → Sφ(f) takes R(f) to
S(φ(f)). To see this, note that if deg a− k deg f = 0, then

deg(φ(a/fk)) = deg φ(a)− k deg(φ(f)) = e(deg a− k deg f) = 0.

This induces a morphism of schemes

SpecS(φ(f)) −→ SpecR(f).

We only need to check now that these morphisms glue together nicely. Suppose
SpecR(g) ⊂ SpecR(f); then gk = af , for some homogeneous element a ∈ R. It
suffices to check that the following diagram commutes.

R(f) > S(φ(f))

R(g)

∨
> S(φ(g)).

∨

This is easy. Suppose x
fn ∈ R(f); we look at where this goes via the two different

paths it can take to S(φ(g)).

x

fn
7→ anx

gnk
7→ φ(anx)

φ(gnk)
x

fn
7→ φ(x)

φ(f)n
7→ φ(a)nφ(x)

φ(g)nk
.

Since φ is a ring homomorphism, we see that the diagram does commute, and we’re
done with the proof, except for the part that Proj(φ) is affine; but this follows from
equation (1) above. �

Example 3.2.2. Consider Y = Proj k[t0, . . . , tn] with deg ti = ei, for some
positive integers ei, and let X = Proj k[x0, . . . , xn], where deg xi = 1, for all i Then
we have a natural morphism Proj(φ) from X to Y induced by the homomorphism
φ : k[t0, . . . , tn] → k[x0, . . . , xn] that takes ti to xeii . For 0 ≤ i ≤ n, we have an
induced morphism on affine opens

Spec k[x0x
−1
i , . . . , xnx

−1
i ]→ Spec k[t0t−1

i , . . . , tnt
−1
i ].

This morphism is evidently finite, since for every j, (xj/x−1
i )ej ∈ imφ(ti).
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proj-quotient-graded-rings Corollary 3.2.3. Let I ⊂ R be a homogeneous ideal, then the natural homo-
morphism φ : R→ R/I induces a closed immersion Proj(φ) : Proj(R/I)→ ProjR,
whose topological image is V+(I).

Proof. Since φ(R+)(R/I) = (R/I)+, we see thatG(φ) is the whole of Proj(R/I).
It’s enough to show now that Spec(R/I)φ(f) → SpecR(f) is a closed immersion
(since closed immersions are local on the base). But this follows from the fact that
(R/I)φ(f)

∼= R(f)/I(f) (see [CA, 1.6.3 ]). The second statement follows from part
(8) of (3.1.2). �

proj-veronese-embedding Proposition 3.2.4. Suppose R is a graded ring. Let e ∈ Z, and let R(e) be the
dth Veronese subring of R. Then we have a natural isomorphism of R0-schemes:

ProjR(d) ∼= ProjR.

Proof. We have a natural map of rings ϕ : R(e) → R, which is just the
inclusion map. By the definition of R(e), this map satisfies the condition ϕ(R(e)

n ) =
Ren. Let X = ProjR, and let X(e) = ProjR(e). We claim that there is a cover
of X by affine opens X(f) with f ∈ R(e). Indeed, we observe that X(g) = X(ge),
for any homogeneous element g. Given this, from part (2) of [CA, 1.6.5 ], we know
that the natural map ϕ induces an isomorphism R

(e)
(f)
∼= R(f), for every f ∈ R(e).

This finishes our proof, since

(ϕ∗)−1(X(e)
(f)) = X(f).

�

Remark 3.2.5. This is a generalization of the result from classical algebraic
geometry that says that the Veronese embedding is an isomorphism onto its image.

Definition 3.2.6. Any scheme isomorphic to ProjS for some graded ring S
finitely generated by S1 over S0 = R is called a projective scheme over R. In this
case, we say that the R-algebra S is projective over R.

proj-affine-scheme-proj Example 3.2.7. Any affine scheme is naturally a projective scheme. For any
ring R, we check immediately that X = ProjR[t] ∼= SpecR. To see this, simply
observe that {X(t)} is an open cover for X, and so X ∼= X(t) = SpecR.

proj-proj-polynomial-algebra Example 3.2.8 (Proj of a Polynomial Algebra). Let S = R[x0, . . . , xn] be a
polynomial algebra over a ring R with the usual grading. Then, since (x0, . . . , xn) =
S+, we see by part (8) of (3.1.5) that {X(xi) : 0 ≤ i ≤ n} is an open affine cover for
ProjS, with X(xi)

∼= SpecR[x0
xi
, . . . , xnxi ]. These glue together to give us the scheme

structure on ProjS. We denote this scheme by PnR, and we’ll call it projective
n-space over R.

The next Corollary says that projectivity is not really that drastic a restriction.

proj-every-fintype-projective Corollary 3.2.9. Let S be a positively graded ring finitely generated over R =
S0 as an R-algebra. Then ProjS is isomorphic to a projective scheme over R.

Proof. By part (4) of [CA, 1.6.5 ], we can find d ≥ 1 such that S(d) is generated
by S(d)

1 over R. Now apply (3.2.4). �

proj-artinian-proj-empty Corollary 3.2.10. Suppose R is a positively graded ring, and let I ⊂ R be a
homogeneous ideal. Let I ′ = ⊕n≥mIn, for some integer m ∈ N. Then ProjR/I ∼=
ProjR/I ′ as subschemes of ProjR.
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Proof. Let S′ = R/I ′ and let S = R/I; then we have a natural quotient map
S′ → S. If e ≥ m, then this induces an isomorphism from S′(e) to S(e). This
finishes our proof by the last corollary. �

Now, we’ll study the behavior of Proj under base change.

proj-segre-embedding Proposition 3.2.11. Let R and R′ be two graded rings with R0 = R′0 = S.
Let T =

⊕
n∈Z(Rn ⊗S R′n). Then

ProjT ∼= ProjR×SpecS ProjR′.

Remark 3.2.12. In the proof below, we’ll implicitly assume that all our ele-
ments have positive degree to make the arguments simpler. The modification for
the general case is easy, but tedious and unenlightening.

Proof. For convenience, let X = ProjR, Y = ProjR′; we’ll denote their fiber
product over SpecS by X ×S Y . Set Z = ProjT . Let f ∈ R be any homogeneous
element; we define

Zf =
⋃
g∈R′

SpecT(fdeg g⊗gdeg f ).

Now, we claim that there is a natural isomorphism

T(f ′⊗g′)
∼=−→ R(f) ⊗S R′(g)

a⊗ b
(f ′ ⊗ g′)s

7→ a

f ′s
⊗ b

g′s
,

where f ′ = fdeg g, g′ = gdeg f . One checks immediately that this is well defined.
This map has an inverse given by

R(f) ⊗S R′(g)
T−→(f⊗g)

a

fr
⊗ b

gt
7→ at deg g ⊗ br deg f

(f ′ ⊗ g′)rt
.

Hence we see that
Zf =

⋃
g∈R′

Spec(R(f) ⊗S R′(g)),

with

Spec(R(f) ⊗S R′(g)) ∩ Spec(R(f) ⊗S R′(h)) ∼= SpecT(fdeg g+deg h⊗(gh)deg f )

∼= Spec(R(f) ⊗S R′(gh)).

From this, it’s clear that
Zf = X(f) ×S Y.

Moreover, for any other homogeneous element f ′ ∈ R, it’s immediate that Zf ∩
Zf ′ = Zff ′ = X(ff ′) ×S Y . This shows that

Z =
⋃
f∈R

Zf = X ×S Y.

�
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proj-proj-schemes-affine-base-change Corollary 3.2.13. Let f : Y ′ = SpecS′ → Y = SpecS be a morphism of
affine schemes, and let R be a graded ring with R0 = S. Then

ProjT = ProjR×Y Y ′,

where T := R⊗S S′ is given the grading given by the decomposition

T =
⊕
n∈Z

(Rn ⊗S S′).

Proof. Let R′ = S′[t, t−1] in the Proposition above, and then observe that
R′n = S′, for all n ∈ Z. Moreover, ProjR′ = SpecS′, as one sees for example from
the fact that the only homogeneous primes in R′ are the ones entirely contained in
S′ (for all homogeneous elements of non-zero degree are units). Then our conclusion
follows immediately from the Proposition. �

3. Projective and Proper Morphisms: Chow’s Lemma

The next result can be proven using the sledgehammer of Chow’s Lemma (??),
but here’s a fine elementary proof that I got from Qing Liu.

proj-proper-affine-finite Proposition 3.3.1. Suppose f : SpecR → SpecS is a proper morphism of
affine schemes. Then f is finite.

Proof. Let X = SpecR, Y = SpecS; we can assume that X is reduced.
Indeed, since R is of finite type over S it suffices to show that R is integral over
S. If Xred is finite over Y , then R/NilR is integral over S. But this implies that
R is integral over S: Every element in R is of the form a + n, with a /∈ NilR
and n nilpotent. Since R/NilR is integral over S, there is some monic polynomial
p(t) ∈ S[t] such that p(a) ∈ NilR. But then pn(a) = 0, for some n ∈ N. Nilpotent
elements are trivially integral over S, and so we see that R is itself integral over S.

Since f is of finite type, R is a finitely generated S-algebra. Hence we have a
surjection

S[x1, . . . , xn]→ R,

for some n ∈ Z. Our proof will be by induction on n. If n = 0, then f is a closed
immersion and is hence proper. If n = 1, then the surjection S[t]→ R gives a closed
immersion of S-schemes g′ : X → A1

S . We can identify A1
S with the open subscheme

Z(x) of the projective scheme Z = ProjS[x, y], using the map y
x 7→ t, and we can

compose f with this open immersion to obtain an immersion g : X → P1
S . Now, if

π : P1
S → Y is the structure morphism, then f = π ◦ g is proper, and so, since π is

separated, we see that g must also be proper (2.9.14).
In particular, g is closed, and we see that g(X) = V+(I), for some radical

homogeneous ideal I ⊂ S[x, y]. Since g(X) ⊂ Z(x), we find that

V+(I + (x)) = V+(I) ∩ V+((x)) = ∅.

By part (5) of (3.1.2), this means that (x, y) ⊂ rad(I + (x)). In particular, there
exist m ∈ N, and homogeneous polynomials q(x, y) ∈ I and p(x, y) ∈ S[x, y] such
that

ym = q(x, y) + xp(x, y).

Now, J = I(x) ⊂ k[x, y](x) = k[t] is such that V (J) = g′(X). But now observe that

tm − p(1, t) ∈ J,
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implying that J contains a monic polynomial, since deg p ≤ m − 1. Since R is
reduced, it follows that R ∼= S[t]/J is integral over S, and is thus finite.

For the general case, suppose R = S[a1, . . . , an], and, for 1 ≤ j ≤ n, let
Xj = SpecS[a1, . . . , aj ]. Now, observe that the natural morphism of S-schemes
X → Xn−1 is proper by (2.9.14), and hence by the n = 1 case, we see that X is
finite over Xn−1. By induction, Xn−1 is finite over Y , and so we see that X is finite
over Y . �

Definition 3.3.2. A morphism f : X → Y is projective if there exists an affine
open cover {Ui = SpecRi : i ∈ I} such that, for every i ∈ I, f−1(Ui) is a projective
Ri-scheme.

Remark 3.3.3. This is an unsatisfactory definition, but it comes with localness
built in, which is excellent. We’ll give a much better (but equivalent) definition in
Chapter ??.

proj-fin-gen-closed Proposition 3.3.4. Let S be a graded ring finitely generated over R = S0.
Then the structure morphism π : ProjS → SpecR is closed.

Proof. Let Z = V+(I) be a closed subset of ProjS, and let Y = π(Z) be
its image. We will show that V = SpecR \ Y is open. Let x ∈ SpecR: then,
considering the inclusion j : Z ↪→ ProjS as a closed immersion corresponding to
the ideal I, we see that (π ◦ j)−1(x) is homeomorphic to Z ×R k(x) (1.7.8). But
if Z = ProjS/I, then Z ×R k(x) is isomorphic to Proj((S/I) ⊗R k(x)). Now, this
is empty if and only if the irrelevant ideal of (S/I) ⊗R k(x) is nilpotent, but that
can happen if and only if (S/I) ⊗R k(x) has only finitely many non-zero graded
components (this is where we use the finite generation bit). In other words, x ∈ V
if and only if (π ◦ j)−1(x) is empty, if and only if, for large enough m,

(S/I)m ⊗R k(x) = 0.

By Nakayama’s lemma, this can only happen if

(S/I)m ⊗R OX,x = 0.

By [CA, 7.1.5 ], we then have a principal open neighborhood U = (SpecR)a of x,
such that, for all y ∈ U ,

(S/I)m ⊗R OX,y = 0,
for m large enough, and so U ⊂ V , showing that V is an open set. �

The next Theorem is of great importance.

proj-projective-space-proper Theorem 3.3.5. Every projective morphism is proper.

Proof. Properness is a local condition (2.11.3), and so it suffices to show that
the map ProjS → SpecR is proper, for any affine scheme SpecR, and any graded
R-algebra S finitely generated by S1 over R = S0. But if S is generated by n + 1
elements {a0, . . . , an} of S1, for some n ∈ N, then we have a natural surjection of
graded R-algebras

R[T0, . . . , Tn]→ S

Ti 7→ ai.

This gives us a closed immersion of ProjS into PnR, by (3.2.3). Since closed immer-
sions are proper, and proper morphisms are stable under composition (2.11.3), it
now suffices to show that the natural morphism π : PnR → R is proper.
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From (3.1.6), we see that π is separated and of finite type. To show that it is
universally closed, we must show that

PnR ×R X → X

is a closed morphism, for all R-schemes X. It’s enough to prove this for the case
where X = SpecT is affine; but in this case, we see by (3.2.13) that PnR×RSpecT =
PnT . Hence we’ll be done if we show that the morphism PnT → SpecT is closed, for
any ring T . That follows from the previous Proposition. �





CHAPTER 4

Sheaves of Modules over Schemes

chap:sms

This would be a good time to go back to [RS, 1 ] and review stuff about modules
over ringed spaces. Just for the record, a module over a scheme X is just a module
of sheaves over the ringed space (X,OX).

1. Quasi-coherent Sheaves over an Affine Scheme
sms-quasi-coherent-affine-schemes

1.1. The Tilde Correspondence. In this section, we’ll build an equivalence
between the category of R-modules and the category of quasi-coherent OSpecR-
modules.

Note on Notation 2. For the rest of the section, we fix an affine scheme
X = SpecR.

In one direction, suppose we have an R-module M . Then we can construct
a quasi-coherent OX -module M̃ with Γ (Xa, M̃) = Ma, for every a ∈ R. The
construction is entirely straightforward: just as in the construction of the structure
sheaf on SpecR, we define a presheaf M̃ on the base of principal open sets, by
setting M̃(Xf ) = Mf , with the restriction maps defined just as they are in the
case of SpecR (1.1.4). Now, the verification that the presheaf associated to this
presheaf on a base is actually a sheaf proceeds precisely as in the proof of (1.1.5).
Moreover, for every point x ∈ SpecR, we see that M̃x is just the localization MP

at the prime P corresponding to x. The proof is again identical the one in (1.1.6).
Suppose now that we have a map of R-modules φ : M → N . Then, for every

element a ∈ R, we get a map of Ra-modules φa : Ma → Na, and if Xa ⊂ Xb, then
the following diagram commutes:

Ma > Na

Mb

∨
> Nb
∨

where the vertical maps are given by m
an 7→

an(k−1)cnm
bn , where c ∈ R and k ∈ N are

such that b = ack (1.1.2). So we have a morphism between presheaves on a base,
which we can extend to a morphism of sheaves φ̃ : M̃ → Ñ . See the argument in
[RS, 1.17 ].

In particular, for any R-module M , this gives us a morphism OX → ˜EndR(M)
induced by the natural map R → EndR(M). Now, for every a ∈ A, we have a

67
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natural inclusion ˜EndR(M) ↪→ End M̃ , given by

Γ (Xa, ˜EndR(M))→ End(M̃ |Xa)

φ 7→ φ̃.

Observe that we’re treating φ as an element of EndRa(Ma) under the natural map
EndR(M)a → EndRa(Ma). Also, we’re using the fact that M̃ |Xa = M̃a, which is
also easily checked.

This gives rise to a morphism OX → End(M̃), which makes M̃ into an OX -
module in a natural way. More concretely, this is just the structure morphism
obtained from the natural maps Ra ×Ma →Ma on each principal open Xa.

It’s easy to check now that the assignment M 7→ M̃ gives a functor from R-mod
to OX -mod. Also, since localization preserves exact sequences, and exactness of
morphisms of sheaves only needs to be checked on stalks, we see immediately that
this is an exact functor.

Observe that the same argument as above now gives us the following proposi-
tion.

sms-tilde-hom-sheaf-hom Proposition 4.1.1. For any pair of R-modules M,N , we have a natural mor-
phism

˜HomR(M,N)→ HomOX (M̃, Ñ).

Proof. We already know by the above argument that we have a map

˜HomR(M,N)→ Hom(M̃, Ñ).

It remains to check that under this map an element on the left goes to a morphism
of OX -modules on the right. It’s enough to check that on a principal open set Xa,
the map

HomR(M,N)a → HomRa(Ma, N, a)→ Hom(M̃a, Ña)
takes an element on the left hand side to a morphism of OXa -modules on the right.
Again, since the condition for checking if a morphism is a morphism of OX -modules
can be checked on each open set, it suffices to show that the following diagram
commutes:

Ra ×Ma > Ma

Ra ×Na
∨

> Na.
∨

But this is immediate from the definition of a map of Ra-modules! �

sms-modules-over-principal-opens Lemma 4.1.2. Let X be a quasi-compact scheme, let M be an OX-module.
Suppose there is a finite affine open cover {Ui} of X such that M |Ui ∼= M̃i, for
some OX(Ui)-module Mi. Let M = M (X), and let b ∈ R be any element of R.

(1) Suppose m ∈ M is such that resX,Xb(m) = 0. Then, there is an integer
n ≥ 0 such that bnm = 0 ∈M .

(2) Suppose further that Ui ∩ Uj is quasi-compact for each pair i, j. Let m ∈
Γ (Xb,M ); then there is an integer n ≥ 0 such that bnm is the restriction
of an element in M .
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Proof. (1) For each i, Γ (Ui ∩ Xb,M) = (Mi)b. Let mi = resX,Ui(m),
then we can find some integer n ≥ 0 such that bnmi = 0 ∈ Mi (where
we’re treating b as a section over Ui). But then, since the Xai are a cover
for X, bnm must be 0.

(2) There is an integer s ≥ 0 such that for each i, we have pi ∈Mi such that
pi restricts to bsm on Ui∩Xb. For each pair i, j, pi−pj on Ui∩Uj restricts
to 0 on Ui ∩ Uj ∩Xb. If we cover Ui ∩ Uj by finitely many principal open
sets, we can, by part (1), find an integer kij ≥ 0, such that over each such
open set bkij (pi − pj) vanishes. So bkij (pi − pj) vanishes on Ui ∩ Uj . If
we take n = s + k, where k is the supremum of all integers kij , then we
see that {bkpi ∈Mi} defines a coherent collection of elements that we can
glue together to give a global section p that restricts to bnm on Ui ∩Xb,
for each i, and therefore restricts to bnm on Xb.

�

sms-quasi-coherent-module-R-module Proposition 4.1.3. The assignment M 7→ M̃ is an equivalence of categories
between R-mod and the category OX-qcoh of quasi-coherent OX-modules.

Proof. Observe that if

RI → RJ →M → 0

is a free presentation for M , then this gives rise to a free presentation

OI
X → OJ

X → M̃ → 0

for M̃ . This shows that M̃ is quasi-coherent.
We need to check that this functor is full, faithful and essentially surjective.

We’ll do this one at a time.
Full and faithful: There is evidently a natural map

HomOX (M̃, Ñ)→ HomR(M,N)

that just extracts the map on global sections. For every map of R-modules
φ : M → N , we built above a corresponding map φ̃ : M̃ → Ñ of OX -
modules. It’s easily checked that this gives the inverse we need.

Essentially surjective: This is the most involved part of the proof. Sup-
pose we have a quasi-coherent OX -module M , and M = Γ (X,M ). We
must show that M ∼= M̃ . Since M is quasi-coherent, we can find a finite
principal open cover {Xai}, and a free presentation

OIi
Xai
→ OJi

Xai
→M |Xai → 0,

for each i. But this means that M |Xai = M̃i, for some Rai-module Mi.
Now, for any b ∈ R, we have the following commutative diagram

M > Mb

Γ (Xb,M )
∨ <

where we get the diagonal map from the universal property of localization.
Observe that we’re now in a position to apply the results of the previous
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Lemma. Part (1) of that lemma tells us that the vertical map, and hence
the diagonal map, is injective, and part (2) of the lemma tells us that the
diagonal map is surjective. So we see that Mb

∼= Γ (Xb,M ), for all b ∈ R.
Moreover, these isomorphisms are natural, and so give us an isomorphism
from M̃ to M .

�

In fact, more can be said about this functor. Compare the next proposition
with (1.2.2).

sms-tilde-globsec-adjoint Proposition 4.1.4. The assignment M 7→ M̃ is a left adjoint to the global
sections functor from OX-mod to R-mod. Equivalently, for every R-module M and
OX-module N , there is a natural isomorphism of R-modules

HomOX (M̃,N ) ∼= HomR(M,Γ (X,N )).

Proof. There is evidently a natural map in one direction just as in the proof
of the last Proposition. Suppose now that we have an R-module map φ : M →
Γ (X,N ). Then, for every a ∈ X, we have the composition

Ma
φa−→ Γ (X,N )a → Γ (Xa,N ),

which gives us a morphism M̃ → N . It’s easy to check that this gives us an inverse
to the natural map in the other direction. �

When we get to cohomology of quasi-coherent sheaves in Chapter 9, we’ll see
that the next Proposition generalizes to the assertion that quasi-coherent sheaves
over an affine scheme have trivial cohomology.

sms-quasi-coherent-no-cohom Proposition 4.1.5. Suppose we have an exact sequence of OX-modules

0→M1
φ−→M2

ψ−→M3 → 0.

If M1 is quasi-coherent, then the sequence of global sections

0→ Γ (X,M1)→ Γ (X,M2)→ Γ (X,M3)→ 0

is also exact.

Proof. Let s ∈ Γ (X,M3) be a global section, and let t ∈ Γ (Xa,M2) be
such that ψ(t) = resX,Xa(s). By [NOS, 4.8 ], we can find a principal open cover
{Ui = Xai} of X, and sections ti ∈ Γ (Ui,M2) such that φ(ti) = resX,Ui(s).
Now, t − ti ∈ Γ (Ui ∩ Xa,M2) goes to 0 in M3, for every i, and so we can find
pi ∈ Γ (Ui∩Xa,M1) such that φ(pi) = t−ti. Since M1 is quasi-coherent, we can find
r ≥ 0 such that, for every i, arpi is the restriction of some section ui ∈ Γ (Ui,M1).
Consider now the sections qi = arti+φ(ui) of M2 over Ui. Over Ui∩Xa, we see that
qi restricts to art. Moreover, over Ui∩Uj , we see that ψ(qi−qj) = arψ(ti− tj) = 0.
Hence, qi−qj = φ(pij) for some section pij of M1 over Ui∩Uj . But qi−qj restricts
to 0 over Ui ∩Uj ∩Xa, and so we can find k ≥ 0 large enough such that akpij = 0,
for all pairs i, j. Now, consider the sections akqi of M2 over Ui. We see that they
agree over the intersections Ui ∩ Uj , and so they glue together to give a global
section that maps to ans ∈ Γ (X,M3), where n = r + k. In particular, for every i,
we can find a global section si of M2 that maps to ani s in M3. But of course, as
always, we can find ci ∈ R such that

∑
i cia

n
i = 1. Consider now, the global section∑

i cisi; this will map to
∑
i cia

n
i s = s. �
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1.2. Coherent Sheaves over a Noetherian Affine Scheme. In general,
coherent sheaves have no such nice correspondence with any subcategory of R-mod,
but in the case where R is Noetherian, we do have a good description.

sms-coherent-noetherian-affine Proposition 4.1.6. Suppose R is a Noetherian ring, and M is an R-module.
Then the following are equivalent:

(1) M is finitely presented.
(2) M is finitely generated.
(3) M̃ is a coherent OX-module.
(4) M̃ is a finitely presented OX-module
(5) M̃ is a OX-module of finite type.

In particular, the assignment M 7→ M̃ gives an equivalence between the category
of finitely generated R-modules and the category OX-coh of coherent OX-modules.

Proof. (1)⇒ (2) and (3)⇒ (4)⇒ (5) are trivial. (2)⇒ (1) follows from the
Noetherian hypothesis.

We’ll do (5)⇒ (2) first. Since M̃ is of finite type, we can find a principal open
cover {Xai} of X, and a surjection

Rmiai →Mai → 0,

for all i. Equivalently, M is locally finitely generated. From this, it’s easy to see
that M is finitely generated, with the usual partition of unity argument. More
precisely, take a finite collection of elements {mj ∈ M} such that their images
generate Mai for every i. Then, for every m ∈ M , we can find an integer N ≥ 0
such that aNi m is in the module generated by the mj , for all i. Since we can find
ci such that

∑
i cia

N
i = 1, we’re now done.

It remains to prove (2) ⇒ (3). It’s immediate that if M is finitely generated,
then M̃ is of finite type. So it’s enough to verify the second condition for coherence.
Suppose we have a morphism φ : OX |nV → M̃ |V , then on every principal open set
Xf ⊂ V , this corresponds to a map of rings Rnf →Mf , whose kernel is again finitely
generated, since Rf is Noetherian. This implies that kerφ|Xf is of finite type for
every Xf ⊂ V , which of course implies that kerφ is of finite type. �

1.3. Sheaf Hom, Tensor Product and other Categorical considera-
tions. We go back now to the natural map defined in (4.1.1), and ask: when is
this is an isomorphism? In general, it’s not one, but under some finite presentation
conditions the situation’s brighter.

sms-fin-pres-tilde-shfhom-iso Proposition 4.1.7. If M is finitely presented, then, for any R-module N , the
natural map

˜HomR(M,N)→ HomOX (M̃, Ñ)

is an isomorphism. In particular, HomOX (M̃, Ñ) is quasi-coherent.

Proof. Note that if M is finitely presented, then so is M̃ . So it follows from
[RS, 4.15 ] that HomOX (M̃, Ñ) is quasi-coherent (we’ll show below that our Stand-
ing Assumption [RS, ?? ] there is valid in our situation). Now the result follows
from (4.1.3) and the fact that

Γ (X,HomOX (M̃, Ñ)) = HomRegX(M̃, Ñ)
∼= HomR(M,N).
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�

Remark 4.1.8. Observe that we can now use [RS, 4.16 ] to give an alternate
proof of [CA, 3.1.12 ].

sms-quasi-coherent-tensor-iso Proposition 4.1.9. Let M,N be R-modules. Then, we have a natural isomor-
phism

M̃ ⊗R N ∼= M̃ ⊗OX Ñ

In particular, M̃ ⊗OX Ñ is quasi-coherent.

Proof. For every principal open set Xa ⊂ X, we have a natural isomorphism

(M ⊗R N)a ∼= Ma ⊗Ra Na

This gives us an isomorphism from M̃ ⊗R N to the presheaf of which M̃ ⊗OX Ñ is
the sheafification. But since M̃ ⊗R N is already a sheaf, this tells us that this is in
fact an isomorphism with M̃ ⊗OX Ñ . �

The next Proposition will be important for later applications.

sms-tilde-commute-colimit Proposition 4.1.10. Let {Mi : i ∈ I} be a filtered system of R-modules. Then
there is a natural isomorphism

˜lim
−→

Mi
∼= lim
−→

M̃i.

In particular,
⊕̃iMi

∼= ⊕iM̃i,

for any collection {Mi : i ∈ I} of R-modules.

Proof. Since the filtered colimit (or direct limit) is the cokernel of a mor-
phism between direct sums, and since the tilde functor is exact, it suffices to show
that the tilde functor preserves direct sums. This we do using Yoneda’s Lemma,
and (4.1.4). In fact it now follows immediately from the observation that ⊕iM̃i

represents the functor
∏
i HomR(Mi, Γ (X, )) and ⊕̃iMi represents the functor

HomR(⊕iMi, Γ (X, )), both of which functors are canonically isomorphic. �

1.4. Direct and Inverse Images. Suppose we now have a map of rings
φ : S → R inducing a morphism (f, f ]) : SpecR → SpecS. What are the direct
and inverse image morphisms induced by this map? The next Proposition has the
answer.

sms-dirinvimg-affine Proposition 4.1.11. If (f, f ]) : SpecR → SpecS is a morphism of affine
schemes. Then

(1) For any R-module M , f∗M̃ = S̃M , where, by SM we denote M viewed
as an S-module.

(2) For any S-module N , f∗Ñ = Ñ ⊗S R.
In particular, both f∗ and f∗ carry quasi-coherent modules to quasi-coherent mod-
ules. Moreover, if R and S are Noetherian, f∗ also preserves coherent OSpecR-
modules.

Proof. The last conclusion follows from Proposition (4.1.6), using the fact
that if N is a finitely generated S-module, then N ⊗S R is a finitely generated R-
module. The statement before that is immediate from the rest of the proposition.
In the following, we set Y = SpecS and X = SpecR.
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(1) Just observe that for each a ∈ S, we have

(f∗M̃)(Ya) = M̃(Xφ(a)) = Mφa = (SM)a.

(2) We use Yoneda’s Lemma. For every OX -module F , we have

HomOX (f∗Ñ ,F ) ∼= HomOY (Ñ , f∗F )
∼= HomS(N,S Γ (X,F ))
∼= HomR(N ⊗S R,Γ (X,F ))

∼= HomOX (Ñ ⊗S R,F ),

where the first isomorphism follows from the adjunction [RS, 2.24 ], the
second follows from (4.1.4), the third is the usual base change isomor-
phism, and the last is again (4.1.4).

�

1.5. Quasi-coherent Sheaves of Algebras. It’s immediate from all the
work we’ve done that any quasi-coherent OX -algebra will be of the form B̃ for
some R-algebra B. The following Proposition is the main result.

sms-qc-algebras-affine Proposition 4.1.12. Let B̃ and C̃ be two quasi-coherent OX-algebras. Then
we have a natural bijection

HomOX-alg(Ã, B̃) ∼= HomR-alg(A,B).

Proof. There’s the obvious map in one direction (left to right) that specializes
to the global sections. In the other direction, we observe that, by (4.1.3), any R-
algebra homomorphism induces a morphism of OX -modules from Ã to B̃. But
it’s immediate that this induced morphism gives us Ra-algebra homomorphisms
from Ã(Xa) = Aa to B̃(Xa) = Ba, for any element a ∈ A. From this it follows
that the map in question actually sends R-algebra homomorphisms to OX -algebra
morphisms. �

2. Quasi-coherent Sheaves over General Schemes

With all these results in hand, it’s easy now to describe quasi-coherent sheaves
over a general scheme X.

2.1. First Properties.

sms-quasi-coherent-general-scheme Proposition 4.2.1. Let X be a scheme. Then the following statements are
equivalent for an OX-module M .

(1) For all affine opens U = SpecR ⊂ X, M |U ∼= M̃ , for some R-module M .
(2) There exists an affine open cover {Ui = SpecRi} of X such that for each

i, there is an Ri-module Mi with M |Ui ∼= M̃i.
(3) M is quasi-coherent.

Proof. (1) ⇒ (2) ⇒ (3) is easy. For (3) ⇒ (1), just observe that if M is
quasi-coherent, then so is M |U , for any open set U ⊂ X. See [RS, 4.8 ]. Now apply
Proposition (4.1.3). �

sms-quasi-coherent-abelian Corollary 4.2.2. Let X be a scheme. If φ : M → N is a morphism of
quasi-coherent OX-modules, then kerφ, cokerφ and imφ are all quasi-coherent.
The category of quasi-coherent OX-modules is thus abelian.
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Proof. Since quasicoherence is a local condition, this can be checked locally.
But there, this is clear, since the assignment M 7→ M̃ is an exact functor. �

sms-quasi-coherent-closed-ext Corollary 4.2.3. Let X be a scheme. Then the category of quasi-coherent
OX-modules is closed under extensions. That is, if we have an exact sequence

0→M1 →M2 →M3 → 0

of OX-modules, then, if any two of the modules are quasi-coherent, so is the third.
In particular, OX-qcoh is a Serre sub-category of OX-mod.

Proof. Since quasicoherence is a local condition, we can assume that X is
affine. Let Mi = Γ (X,Mi), and consider the following diagram with exact rows:

0 > M̃1 > M̃2 > M̃3 > 0

0 > M1

∨
> M2

∨
> M3

∨
> 0

We get the vertical maps from Proposition (4.1.4). In general, the top row will
be left exact, but not necessarily exact on the right. First suppose M1 and M2

are quasi-coherent. Then the two vertical maps on the left are isomorphisms, by
(4.1.3). Hence, the cokernel M3 will also be quasi-coherent, since it’ll be isomorphic

to M̃2/M1. Similarly, if M2 and M3 are quasi-coherent, then M1 = ˜ker(M2 →M3)
will also be quasi-coherent. It remains to consider the case where M1 and M3 are
quasi-coherent. In this case, we have isomorphisms on the right and on the left,
and the top row’s actually exact by Proposition (4.1.5). Hence, the middle arrow
is also an isomorphism by the 5-lemma. �

Remark 4.2.4. The above results show that our Standing Assumption from
[RS, ?? ] is true for quasi-coherent modules over a scheme X.

sms-quasi-coherent-lattice Corollary 4.2.5. Let X be a scheme. If N1 and N2 are two quasi-coherent
subsheaves of a quasi-coherent sheaf M , then so are N1 ∩N2 and N1 + N2. That
is, the quasi-coherent subsheaves of M form a sublattice of the lattice of subsheaves
of M .

Proof. Observe that N1 ∩N2 is the kernel of the natural morphism M →
M /N1⊕M /N2 and that N1+N2 is the image of the natural morphism N1⊕N2 →
M . �

sms-coherent-noetherian-scheme Proposition 4.2.6. If X is a locally Noetherian scheme, then the following
are equivalent for an OX-module M .

(1) For every affine open U = SpecR ⊂ X, M |U = M̃ , for some finitely
generated R-module M .

(2) There exists an affine open cover {Vi = SpecRi} of X such that M |Vi =
M̃i, for some finitely generated Ri-module Mi.

(3) M is coherent.

In particular, if X is locally Noetherian, then OX is a coherent sheaf of rings.



2. QUASI-COHERENT SHEAVES OVER GENERAL SCHEMES 75

Proof. (1) ⇒ (2) is trivial. For (2) ⇒ (3), observe that coherence is a local
condition and employ (4.1.6). For (3)⇒ (1), just observe that M |U is coherent as
an OU -module and is thus isomorphic to M̃ for some finitely generated R-module
M , by (4.1.6). �

sms-quasi-coherent-tensor-products-shfhom Proposition 4.2.7. Let X be a scheme (resp. locally Noetherian scheme), and
let M and N be quasi-coherent (resp. coherent ) OX-modules.

(1) M ⊗OX N is also quasi-coherent (resp. coherent).
(2) If M is finitely presented, then HomOX (M ,N ) is also quasi-coherent

(resp. coherent).

Proof. The assertions in the general quasi-coherent case follow from (4.1.9)
and (4.1.7). For the locally Noetherian case, we use these results in conjunction
with (4.2.6). �

2.2. Nakayama’s Lemma.

sms-nakayamas-lemma Proposition 4.2.8. Let X be a scheme and let M be a quasi-coherent sheaf
of finite type over X. Consider the function

e(x) = dimk(x)

(
Mx ⊗OX,x k(x)

)
on X.

(1) e is upper semicontinuous on X.
(2) If X is reduced, then M is free in a neighborhood of x ∈ X if and only if

e is constant in a neighborhood of x.

Proof. (1) e(x) is simply the minimal number of generators required to
generate Mx over OX,x. Suppose e(x) = n, and let s1, . . . , sn be sections of
M over some neighborhood U of x such that their images in Mx generate
Mx over OX,x. Let ϕ : On

U → M be the morphism defined by these
sections, and let C = cokerϕ. We find that Cx = 0, which implies that
C = 0 in a neighborhood of x. This shows upper semicontinuity.

(2) If M is free in a neighborhood of x, then clearly its rank is constant in a
neighborhood of x. Conversely, suppose e ≡ n in a neighborhood of x, and
let s1, . . . , sn be sections of M over an affine neighborhood U of x that
generate Mx. Let ϕ : On

U → M be the morphism determined by these
sections; then, as above, ϕ is surjective in a neighborhood of x, which we
might as well take to be U . Suppose K = kerϕ is non-zero, and let s be a
non-zero section of K over some affine neighborhood V of x contained in
U . Then, since X is reduced, there is some generic point ξ ∈ V such that
sξ 6= 0. But then Kξ 6= 0, contradicting the fact that Mξ has dimension
n over k(ξ) = OX,ξ.

�

Remark 4.2.9. This will be greatly generalized in Chapter ??.

As a corollary to this, we prove a useful lemma from commutative algebra.

sms-local-ring-freeness-criterion Corollary 4.2.10. Let (R,m) be a local domain, and let M be a finitely gen-
erated R-module. Let k = R/m and K = K(R) be the residue field and the quotient
field of R respectively. Then M is free over R of rank r if and only if we have

dimK(M ⊗R K) = dimk(M ⊗R k) = r.
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Proof. Necessity is obvious; for sufficiency, consider the affine scheme X =
SpecR, and let ξ denote the generic point of R and x the closed point. Now, the
subset {e ≤ r} is open and contains the closed point x; hence it must be the entire
space X. Similarly, {e ≥ r} is closed and contains the generic point ξ, and must
hence also be the entire space X. Thus we find that e has constant value r on all
of X. Now, from part (2) of the Proposition, we conclude that M̃ is free of rank r
in a neighborhood of x; since the only neighborhood of x is X itself, we conclude
that M must be a free R-module of rank r. �

2.3. Direct and Inverse Images.

sms-dirinvimg-quasi-coherent Proposition 4.2.11. Let f : X → Y be a morphism of schemes.
(1) If M is a quasi-coherent OY -module, then so is f∗M .
(2) If X is locally Noetherian, and M is in fact coherent, then so is f∗M .
(3) If f is quasi-compact and quasi-separated, and N is a quasi-coherent OX-

module, then f∗N is quasi-coherent.
(4) If Y is locally Noetherian, f is finite and N is coherent, then f∗N is

also coherent.

Remark 4.2.12. The conclusion of part (4) is valid for arbitrary proper mor-
phisms; but this generalization will have to await coherent cohomology.

Proof. Most of this has been done.
(1) See [RS, 4.8 ].
(2) See [RS, 4.22 ], and use (4.2.6) for the fact that OX is coherent.
(3) The question is local, so we can assume Y is affine. Since f is quasi-

compact and quasi-separated, we can find a finite affine open cover {Ui}
of X such that Ui∩Uj is also covered by finitely many affine opens {Uijk},
for every pair of indices (i, j) (2.9.9). Now, for every affine open V = Ui
or V = Uijk we see that f∗(N |V ) is again quasi-coherent, by (4.1.11).
But, by the sheaf axiom, we have an exact sequence

0→M → ⊕iM |Ui → ⊕i,j,kM |Uijk .
That is, a section of M can be given by giving sections over the Ui that
agree on the intersections Ui ∩ Uj =

⋃
k Uijk. Applying f∗ to this se-

quence and using the fact that it’s left exact (since it’s right adjoint to f∗

[RS, 2.24 ]), we get an exact sequence

0→ f∗M → ⊕if∗(M |Ui)→ ⊕i,j,kf∗(M |Uijk).

Therefore, f∗M is the kernel of a map between quasi-coherent modules,
and is thus quasi-coherent, by (4.2.2).

(4) Again, since the question is local, we can assume Y = SpecR is affine,
which implies that X = SpecS is also affine, with S finite over R. Let N
be an S-module such that N = Ñ ; then since N is coherent, N must be
finitely generated. By (4.1.11), f∗N = R̃N . Since S is a finite R-module,
we see that RN must also be a finite R-module, and hence f∗N is of finite
type, and thus must be coherent, by (4.1.6).

�

Remark 4.2.13. In general, it’s not true that the pushforward of a coherent
sheaf is coherent, even when X and Y are of finite type over a field k. Consider for
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example the natural morphism Spec k[x]→ Spec k given by the inclusion k ↪→ k[x].
The pushforward of the structure sheaf OSpec k[x] is the constant sheaf k[x], which
is not finitely generated over k, and is thus not a coherent OSpec k-module. This
map is of course not proper.

sms-invimg-commute-tensor-hom Proposition 4.2.14. Let f : X → Y be a morphism of schemes, and let M
and N be OY -modules. We have natural isomorphisms:

(1) f∗(M ⊗OY N ) ∼= f∗M ⊗OX f
∗N .

(2) If M is locally free, then

f∗(HomOY (M ,N )) ∼= HomOX (f∗M , f∗N ).

Proof. (1) See [RS, 2.26 ].
(2) See [RS, 3.5 ].

�

This is a stronger version of [RS, ?? ].

sms-counit-dirinvimg-surjective Proposition 4.2.15. Let f : X → Y be a quasi-compact, quasi-separated Y -
scheme. Then, for any quasi-coherent OX-module M , the following statements are
equivalent:

(1) There is a quasi-coherent OY -module E and a surjective morphism γ :
f∗E →M .

(2) The natural morphism εM : f∗f∗M →M is surjective.
(3) For every affine open U ⊂ Y , M |f−1(U) is generated by sections over

f−1(U).

Proof. Since any such γ must factor through εM , it’s immediate that (1) and
(2) are equivalent. That (3)⇒ (1) is clear (take E = OI

Y , for some suitable indexing
set I). To show that (2)⇒ (3), we might as well assume that Y = SpecR is affine.
In this case, given any section s ∈ F (U), and any x ∈ U , we can find r ∈ R, such
that x ∈ Xg, where g = ϕ(r), where ϕ : R → Γ (X,OX) is the map induced by f .
Moreover, we can make Xg small enough that we can use [RS, ?? ] to find finitely
many sections ti ∈ F (Xg) such that

s|W =
∑
i

ai · (ti|W ),

where ai ∈ Γ (W,OX), and where W ⊂ Xg ∩ U is also of the form Xh, for some
h ∈ Γ (X,OX). Now, by (4.1.2), F (Xg) = F (X)g. From this, it’s clear that
up to units, s|W can be described as a linear combination of restrictions of global
sections. �

Definition 4.2.16. With the notation of the Proposition, if M satisfies any
of its three equivalent conditions, we say that M is relatively generated by global
sections. The rationale behind this definition should be clear from the Proposition.

2.4. External Tensor Products.

Definition 4.2.17. Let f : X → S and g : Y → S be S-schemes, and let F be
a sheaf over X, and let G be a sheaf over Y . Let W = X×S Y , and let π1 : W → X
and π2 : W → Y be its two natural projections. The external tensor product of F
and G over OS , denoted by F ⊗OS G , is the sheaf π∗1F ⊗OW π∗2G over W .

Remark 4.2.18. We find from (4.2.7) and (4.2.11) that, if F and G are quasi-
coherent, then so is F ⊗OS G .



78 4. SHEAVES OF MODULES OVER SCHEMES

2.5. Extensions of Sheaves of Finite Type. We’ll now prove a technical
result that’ll be useful later.

sms-extension-fingen-affine Lemma 4.2.19. Let X = SpecR be an affine scheme, and let U ⊂ X be an
open, quasi-compact subscheme. Suppose F is a module of finite type over OU ,
and suppose G is a quasi-coherent OX-module over X such that F ⊂ G |U . Then
there is a OX-submodule F ′ ⊂ G of finite type such that F ′|U ∼= F .

Proof. Let i : U → X be the inclusion map. Then, i is separated and
quasi-compact, and so i∗F is quasi-coherent, by (4.2.11). Now, there is a natural
isomorphism η : G → i∗(G |U ). Let E = η−1(i∗F ); we see immediately that
E is quasi-coherent, and so E = Ẽ, for some R-module E. Since (i∗F )|U , we
see that E |U = F . Since U is quasi-compact and F is of finite type, we can
find finitely many elements f1, . . . , fn ∈ R such that U =

⋃
iXfi and Efi is a

finitely generated Rfi-module, for each i. Since E is the direct limit of its finitely
generated R-submodules, we can find a finitely generated submodule F ′ ⊂ E such
that F ′fi = Efi , for each i. This shows that F ′ = F̃ ⊂ G is a submodule of finite
type such that F ′|U ∼= F . �

sms-extensions-of-fingen-sheaves Theorem 4.2.20. Let X be a quasi-compact scheme, U ⊂ X an open sub-
scheme such that the inclusion map i : U → X is quasi-compact, and F a OU -
module of finite type. Let G be a quasi-coherent OX-module such that F ⊂ G |U .
Then, there is a finitely generated subsheaf F ′ ⊂ G such that F ′|U ∼= F .

Proof. Cover X with finitely many affine opens {U1, . . . , Un}; then, for each i,
U∩Ui is either empty or a quasi-compact open subscheme of Ui. We do induction on
n: the base case is the one where X is affine, and this was dealt with in the lemma
above. So suppose n > 1, and letX ′ =

⋃n−1
i=1 Ui; then, by induction, there is a quasi-

coherent subsheaf F1 ⊂ G |X′ of finite type such that F1∩U∩X′ ∼= F |U∩X′ . Now, if
X ′∩Un = ∅, then we can use the Lemma again to extend F |U∩Un to any submodule
of finite type of G |Un and thus finish our proof. If not, then let F2 ⊂ G |Un be a
quasi-coherent submodule of finite type such that F2|Un∩X′ ∼= F1|Un∩X′ . Now we
can glue F2 and F1 along Un ∩X ′ to find our F ′. �

sms-extensions-of-fintype-sheaves Corollary 4.2.21. Let X be a quasi-compact scheme, U ⊂ X an open sub-
scheme such that the inclusion map i : U → X is quasi-compact, and F a quasi-
coherent OU -module of finite type. Then there exists a quasi-coherent OX-module
F ′ of finite type such that F ′|U ∼= F .

Proof. Take G = i∗F in the Theorem above. �

sms-quasi-coherent-dirlimit-fingen Corollary 4.2.22. Let X be a Noetherian scheme. Then every quasi-coherent
OX-module is the direct limit of its coherent OX-submodules.

Proof. Let G be a quasi-coherent sheaf over X, and let s ∈ Γ (G , U) be a
section of G over some open subscheme U ⊂ X, and let F be the subsheaf of G |U
generated by s. Now, since X is Noetherian, its underlying topological space is
also Noetherian (1.5.4), and so the inclusion i : U → X satisfies the hypotheses
of the Theorem. Hence we can find a submodule F ′ ⊂ G of finite type such that
F ′|U ∼= F . Now let G ′ ⊂ G be the submodule of G that is the direct limit of the
submodules of G of finite type. Then we have shown that G ′x = Gx, for all x ∈ X,
and so G ′ = G . �
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Let R be a Noetherian ring. Recall the definition of an associated prime of
R: It’s a prime P ⊂ R such that R/P embeds into R. How would we rephrase
this geometrically in terms of SpecR? Let (s) ⊂ R be the principal ideal whose
annihilator is P ; it follows that s maps to 0 in RQ, for some prime Q ⊂ R if and
only if P * Q. In other words, treating s as a global section of the structure sheaf
on SpecR, Supp s is precisely the closed subset V (P ) = {y}, where y ∈ SpecR is
the point corresponding to P .

2.6. Associated Points. Recall that, for a finitely generated module M over
a Noetherian ring R, the associated primes of M are the ones that are annihilators
of some element in M . Now we want to globalize this notion.

Definition 4.2.23. Let X be a locally Noetherian scheme, and let M be a
coherent sheaf over X. A point x ∈ X is an associated point of M if there is some
open subscheme U ⊂ X containing x, and some section s ∈ Γ (U,M ) such that
Supp s = {x} ∩ U .

sms-associated-point-affine-scheme Proposition 4.2.24. Let X = SpecR be an affine scheme, and let M be a
finite R-module; then x ∈ X is an associated point of M̃ if and only if it corresponds
to an associated prime of M .

Proof. Suppose x ∈ X is an associated point of M̃ ; let U ⊂ X be an open
neighborhood of x, and let s ∈ Γ (U, M̃) be a section such that Supp s = {x} ∩ U .
By replacing U with a smaller principal affine neighborhood Xa, we can assume
that U = SpecRa is affine, and we can consider s to be an element of Ma. In this
case,

Supp s = {Q ⊂ Ra : (s)Q 6= 0} = V (ann(s)).
Let P ⊂ Ra be the prime corresponding to x; then we see that rad(ann(s)) = P ,
since V (ann(s)) = V (P ). Now, by a standard argument from Atiyah-Macdonald,
we conclude that P is in fact an associated prime ofMa, and hence is the localization
of some associated prime of M . In particular, x corresponds to an associated prime
of M .

Now, conversely, suppose x ∈ X corresponds to an associated prime P of M ;
then by definition there exists s ∈ M such that P = ann(s), and so Supp s =
V (P ) = {x}. �

Definition 4.2.25. The associated points of the structure sheaf OX are called
the associated points of X

sms-associated-points Proposition 4.2.26. Let X be a locally Noetherian scheme, and let M be a
coherent sheaf over X.

(1) The generic points of X are associated points of X.
(2) If X is reduced, then the generic points are precisely the associated points

of X.
(3) If X is quasi-compact, then M has only finitely many associated points.
(4) x ∈ X is an associated point for M if and only if every non-unit in OX,x

is a zero divisor for Mx. That is, if and only if depth Mx = 0.

Proof. We fix an affine open cover {Ui = SpecRi} for X.
(1) Any generic point ξ of X is also a generic point for one of the Ui, and so

corresponds to a minimal prime in Ri. But every minimal prime in Ri is
also an associated prime. From this, and (4.2.24), the result follows.
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(2) Let x ∈ X be an associated point; then x is also an associated point for
some Ui, and hence corresponds to an associated prime of Ri. But Ri is
reduced, and hence all the associated primes of Ri are minimal [CA, 4.3.4 ].

(3) In this case, the affine open cover is finite, and each Ui has only finitely
many associated points of M , since any finite module over a Noetherian
ring has only finitely many associated primes.

(4) Again, we can assume X = SpecR is affine; in this case OX,x = RP , and
P ∈ AssM if and only if PP ∈ AssMP if and only if every non-unit in
RP is a zero-divisor of MP . For the final equivalence, just observe that
PP ⊂ Z(RP ), and so PP is contained in some associated prime of RP ,
which of course implies that PP ∈ AssRP .

�

Definition 4.2.27. An associated point of a scheme X is called an embedded
point if it is not a generic point.

2.7. Flatness.

Definition 4.2.28. Let X be a scheme, and let M be a quasi-coherent sheaf
over X. We say that M is flat over X if Mx is flat over OX,x, for all x ∈ X.

More generally, if f : X → Y is a morphism of schemes and M is a quasi-
coherent sheaf over X, we say that M is flat over Y if Mx is flat over OY,f(x), for
all x ∈ X.

sms-flatness-equiv-prps Proposition 4.2.29. Let f : X → Y be a morphism of schemes; then the
following are equivalent for a quasi-coherent sheaf M over X:

(1) M is flat over Y .
(2) For every affine open U = SpecR of Y , we have f∗M |U ∼= Ñ , for some

flat R-module N .
If, in addition, M is of finite type, then the two statements above are equivalent to
the following:

(1) f∗M is locally free over Y .
(2) The function

e(y) = dimk(y)

(
(f∗M )y ⊗OY,y k(y)

)
is locally constant.

Proof. Clearly (2) implies (1); so we’ll show the converse. Assume that M is
flat over Y ; we can suppose X = SpecS and Y = SpecR are both affine, and then
show that M = M̃ , for some S-module M flat over R. But this follows immediately
from [CA, 3.1.10 ].

For the final pair of equivalences, we use [CA, 3.3.8 ] in conjunction with (4.2.8).
�

Now, with some Noetherian hypotheses, we can give more interesting properties
of flatness.

sms-flatness-associated-points Proposition 4.2.30. Let f : X → Y be a morphism of locally Noetherian
schemes, and suppose M is a coherent sheaf over X that is flat over Y . A point
x ∈ X is associated to M if and only if the following conditions hold:

(1) f(x) is associated to Y .
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(2) x is associated to the sheaf M ⊗OY k(y) over Xy.

Proof. Since M is flat over Y , we have, by [CA, 10.5.2 ], the identity:

depth Mx = depth OY,f(x) + depth(Mx ⊗OY,f(x) k(y)).

From this the equivalence follows immediately. �

The next result will be useful in the study of flat families in Chapter ??.

sms-flatness-criterion-one-dim Corollary 4.2.31. Suppose that in the Proposition above Y is a Dedekind
scheme. Then M is flat over Y if and only if every associated point of M in x
maps to the generic point of Y . In particular, if X is reduced, then f is a flat
morphism if and only if every irreducible component of X dominates Y .

Proof. The question is local, and so follows immediately from [CA, 7.5.7 ]. �

sms-generic-flatness Theorem 4.2.32 (Generic Flatness). Let f : X → Y be a dominant morphism
of finite type between two integral, locally Noetherian schemes, and let M be a
coherent sheaf over X. Then there is an open subscheme V ⊂ Y such that M |f−1(V )

is flat over V .

Proof. There is no harm in assuming that Y = SpecR is affine, with R some
Noetherian domain and thus that X is in fact Noetherian, covered by finitely many
affine opens {U1, . . . , Un}, with Ui = SpecSi, where Si is a finitely generated R-
algebra. Now, by [CA, 8.2.1 ], there is for each i an open subscheme (and in fact
a principal open subscheme) Vi ⊂ Y such that M |f−1(Vi) is flat over Vi. We finish
the proof by taking V = ∩iVi. �

3. Global Spec

3.1. The Construction. Suppose we’re given an affine morphism f : Y → X;
then since affine morphisms are quasi-compact and separated (2.12.1), we see from
(4.2.11) that f∗OY is a quasi-coherent OX -module. Thus it is a quasi-coherent
OX -algebra by the following definition.

Definition 4.3.1. An OX -algebra A is quasi-coherent if it’s quasi-coherent as
an OX -algebra.

Note on Notation 3. In a slight change of terminology, we will now refer to
any affine morphism Y → X as an affine X-scheme.

This process of obtaining quasi-coherent algebras is reversible.

sms-affine-morphisms-qc-alg Proposition 4.3.2 (Definition). For every OX-algebra A , there is, upto iso-
morphism of X-schemes, a unique affine morphism f : Spec A → X such that
f∗OSpec A = A . Spec A is called the global Spec associated to the algebra A .

Proof. First, suppose f : Y → X and g : Y ′ → X are two affine mor-
phisms such that f∗OY ∼= g∗OY ′ as OX -algebras. Then, for every affine open
V = SpecR, we have f∗OV = g∗OV . But of course f∗OV = ˜OY (f−1(V )), and

g∗OV = ˜OY ′(g−1(V )). Since both f, g are affine, we have rings S and S′ such that
f−1(V ) = SpecS and g−1(V ) = SpecS′. Since

S = (f∗OV )(X) ∼= (g∗OV )(X) = S′,
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we see that S and S′ are isomorphic as R-algebras, and so there is a unique isomor-
phism f−1(V ) = SpecS′ → SpecS = g−1(V ) of V -schemes (and hence a unique
isomorphism of X-schemes). We glue these together to get a unique isomorphism
Y → Y ′ of X-schemes. This shows the uniqueness of the X-scheme Spec A → X.
Now we’ll show existence.

Step 1: First, suppose we’ve defined f : Spec A → X. Then, for any open
subset V ⊂ X, f : f−1(V )→ V is precisely the morphism Spec(A |V )→
V . It’s easy to check that it satisfies f∗Of−1(V ) = A |V , and by the proof
of uniqueness above, we have our result.

Step 2: Now, suppose we have an open cover {Vi} of X, and global Specs
fi : Spec(A |Vi)→ Vi for each i. By uniqueness f−1

i (Vi∩Vj)→ Vi∩Vj and
f−1
j (Vi ∩ Vj) → Vi ∩ Vj are both global Specs associated to A |Vi∩Vj and

are thus uniquely isomorphic over X. This lets us glue together all the
fi along these unique isomorphisms to get a global Spec f : Spec A → X
associated to A .

Step 3: So it only remains to construct the global Spec for a quasi-coherent
algebra A over an affine scheme SpecR. But this is easy: since the algebra
is quasi-coherent, it corresponds to S̃ for some R-algebra S. It’s immediate
then that SpecS → SpecR defines the global Spec associated to A .

�

sms-equiv-qc-alg-aff-morphisms Proposition 4.3.3. The assignment A 7→ Spec A gives a contravariant equiv-
alence from the category of quasi-coherent OX-algebras to the category of affine
X-schemes.

Remark 4.3.4. If X = SpecZ, this is just the usual contravariant equivalence
from Ring to Sch.

Proof. First we should show that this assignment actually gives us a functor.
Let f : Spec A → X and g : Spec B → X be global Specs associated to OX -
algebras A and B. Suppose φ : A → B is a morphism of OX -algebras. Let
V = SpecR ⊂ X be an affine open; then f−1(V ) = SpecS and g−1(V ) = SpecS′,
where S = A (V ) and S′ = B(V ). The ring map φ thus gives us a morphism hV :
g−1(V )→ f−1(V ). It’s clear that for any principal open Va ⊂ V , the restriction of
hV to g−1(Va) will be the same as the morphism hVa , since they’re both induced
by the R-algebra maps Sa → S′a. Hence, we can glue together these hV to get a
morphism Specφ : Spec B → Spec A . From the local definitions, it’s immediate
that this behaves functorially under composition.

We also have a functor in the other direction that takes any affine morphism
f : Y → X to the OX -algebra f∗OY . Now, by the uniqueness of the global Spec
we see that Spec(f∗OY ) is isomorphic to Y as an X-scheme, and by definition we
have f∗OSpec A = A . Hence the two functors give us the contravariant equivalence
we seek. �

Global Specs behave well under base change.

sms-global-spec-base-change Proposition 4.3.5. Suppose Spec A → X is an affine X-scheme, and let f :
Y → X be any other X-scheme. Then we have the following isomorphism of affine
Y -schemes.

Spec A ×X Y ∼= Spec f∗A
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Proof. Since affine morphisms are stable under base change, we know that
Spec A ×X Y → Y is of the form Spec B → Y for some quasi-coherent OY -algebra
B. Now it’s enough to see what B should be. This we can do locally: so let
X = SpecR, A = Ã, for some R-algebra A, and Y = SpecS. Then, we see that

B = Ã⊗R S = f∗Ã = f∗A ,

where we used (4.1.11). �

sms-affine-space-polynomial-gspec Example 4.3.6. Consider affine space AnX over a scheme X. It’s defined as the
fiber product AnZ ×Z X. Observe now that AnZ → SpecZ is just the morphism

SpecZ[x1, . . . , xn]→ SpecZ,
which is of course an affine morphism induced by the quasi-coherent algebra Sym(On

Spec Z)
on SpecZ. By the Proposition, we immediately see that AnX is Spec B, where

B = f∗(Sym(On
Spec Z)) = Sym(f∗On

Spec Z) = Sym(On
X).

In sum we see that
AnX = Spec(Sym(On

X)).

Global Specs behave very much like regular affine schemes. In fact, one should
just think of them as relativized affine schemes (which is precisely what they are,
in any case), i.e. affine schemes in the category SchX . The following Proposition is
analogous to (1.2.2).

sms-pushforward-gspec-adjoint Proposition 4.3.7. For every X-scheme Y , and every quasi-coherent OX-
algebra A , we have a natural bijection

HomSchX (Y,Spec A ) ∼= HomOX-alg(A , f∗OY ).

Proof. Let {Vi} be an affine open cover for X. Then, by (1.2.2) and (4.1.12),
we have a natural bijection

HomSchVi
(f−1(Vi), g−1(Vi)) ∼= HomOVi -alg(A |Vi , f∗OY |Vi),

where g : Spec A → X is the structure morphism. We’re using the fact that
g−1(Vi) → Vi is an affine morphism. Now, given an OX -algebra morphism A →
f∗OY , we can define morphisms of X-schemes f−1(Vi)→ g−1(Vi) that glue together
to give a morphism Y → Spec A . The fact that this assignment is a bijection on
each affine open Vi ensures that it remains a bijection when globalized thus. Or,
one can also observe that there is already a natural map in the other direction
that just specializes a morphism of X-schemes to the maps on the global section
algebras over OX(X). �

sms-morphisms-into-affine-space Example 4.3.8. Take X = k and A = ˜Sym(kn), for some n ∈ N. Then,
what we see above is that homomorphisms Sym(kn) → Γ (Y,OY ) are in one-to-
one correspondence with morphisms of k-schemes Y → Ank . Now, consider the set
Y (k) = HomSchk(k, Y ) of k-valued points. Observing that Ank (k) = kn, we want
to figure out what the map induced from Y (k) to kn is. So looking at Sym(kn) as
the polynomial ring k[x1, . . . , xn] =: S, a map S → Γ (Y,OY ) is given by n global
sections s1, . . . , sn over Y , and let f : Y → Ank be the morphism induced by that
map. Then, the map Y (k) → kn is given by ϕ 7→ f ◦ ϕ. Now, ϕ corresponds
simply to a point y ∈ Y , with k(y) = k. To figure out what f(y) := f ◦ ϕ is, we
can assume that Y = SpecA is affine, and consider s1, . . . , sn as elements of A.
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Set si(y) = (si)y; we claim that f(y) corresponds to the n-tuple (s1(y), . . . , sn(y)).
For this, it’s enough to show that under the homomorphism ψ : k[x1, . . . , xn]→ A,
which takes xi to si, the prime P ⊂ A corresponding to y contracts to the maximal
ideal generated by the elements xi − si(y). But this follows from the fact that
ψ(xi − si(y)) = si − si(y) ∈ P , for all i.

sms-linear-projections Example 4.3.9. Let Y = Ank ; consider any r-tuple (s1, . . . , sr) of linear poly-
nomials in k[x1, . . . , xn]. Treating this as an r-tuple of global sections, we get a
morphism from Y to Ark. Such a morphism is known as a linear map. If we had
chosen the r-tuple to be linearly independent, then the morphism will induce a
surjective map from Y (k) to Ark(k). Thus, this is a linear projection, with cen-
ter the hyperplane H ⊂ Y cut out by the ideal (s1, . . . , sr) ⊂ k[x1, . . . , xn]. In
fact, if we complete (s1, . . . , sr) to a basis (s1, . . . , sn) of the space of linear func-
tions on Y , then every point y in Y (k) is uniquely determined by the n-tuple
(s1(y), . . . , sn(y)) ∈ kn. The projection map then simply takes this n-tuple to
(s1(y), . . . , sr(y)) ∈ Ark(k) = kr.

In general, given any affine scheme X of finite type over k, there is a closed
embedding of X in Ank into Y . A morphism f : X → Ark is linear if it is the
restriction of a linear map Ank → Ark.

3.2. Modules over Quasi-coherent Algebras. Now, we study modules
over the scheme Spec A . Given an OSpec A -module M , we can push it forward
to get an OX -module f∗M . Since f is affine, and is, in particular, quasi-compact
and separated, we see that the push forward of a quasi-coherent OSpec A -module
will again be quasi-coherent as an OX -module. But in fact f∗M has the natural
structure of an A -module, since A = f∗OSpec A . So the push forward gives us a
functor OSpec A -mod to A -mod.

Conversely, if we’re given an A -module N , then first observe that {f−1(V ) :
V ⊂ X open} is an open base for the topology on Spec A . So we can define what
for now we’ll call an OSpec A -module presheaf on a base, by setting Ñ(f−1(V )) =
N (V ), and observing that from the A -module structure on N , we get the module
structure morphisms of presheaves on a base

A (f−1(V ))× Ñ(f−1(V ))→ Ñ(f−1(V )).

Now, we can first extend Ñ to an honest sheaf, and then extend the module struc-
ture morphisms also to morphisms of sheaves to get an OSpec A -module Ñ .

It’s clear that these two assignments (the push forward and the tilde functor)
are inverse to each other. This gives us the following Proposition.

sms-affine-X-schemes-tilde-equivalence Proposition 4.3.10. For any affine X-scheme Spec A , where A is a quasi-
coherent OX-algebra, the assignment M → M̃ induces an equivalence of cate-
gories between the category of quasi-coherent A -modules and the category of quasi-
coherent OSpec A -modules. Now, let M be a quasi-coherent A -module, and let
f : Spec A → Spec B be a morphism of X-schemes, where B is another quasi-
coherent OX-algebra. Observe that f is also affine, and that it corresponds naturally
to a morphism of OX-algebras B → A .

(1) If N is any OSpec A -module then we have a natural isomorphism

HomOSpec A (M̃ ,N ) ∼= HomA -mod(M , f∗N ).
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(2) If N is another quasi-coherent A -module, then we have natural mor-
phisms of OSpecA-modules:

˜M ⊗A N −→ M̃ ⊗OSpec A Ñ ;

˜HomA -mod(M ,N ) −→ HomOSpec A
(M̃ , Ñ ).

The first morphism is always an isomorphism; the second morphism is an
isomorphism whenever M is finitely presented.

(3) If N is now a quasi-coherent B-module, then we have natural isomor-
phisms

f∗M̃ ∼= B̃M ;

f∗Ñ ∼= ˜N ⊗B A ,

where BM is M looked upon as a B-module under the natural morphism
B → A . In particular, if B = OX , and N is a quasi-coherent OX-
module, then

f∗N ∼= ˜N ⊗OX A .

sms-affine-morphism-pushforward-exact Corollary 4.3.11. Let f : X → Y be an affine morphism; then f∗ : OX-qcoh→
OY -qcoh is an exact functor.

Proof. Indeed, the last Proposition tells us that f∗ actually gives us an equiv-
alence with the subcategory f∗OX -qcoh of OY -qcoh �

3.3. Quasi-coherent Ideal Sheaves. Many constructions that we encoun-
tered before can be clarified through the consistent use of ideal sheaves. For ex-
ample, suppose we’re given a closed immersion i : Z → X. Then, we have a short
exact sequence

0→ ker i] → OX
i]−→→ i∗OZ → 0.

Since a closed immersion is affine (and hence separated and quasi-compact) (2.12.1),
we see by (4.2.11) that i∗OZ is quasi-coherent. Thus I = ker i] is also quasi-
coherent. Moreover, we also know that Z = Supp i∗OZ (see [NOS, 8.3 ]). Hence,
the ideal sheaf I completely determines the closed subscheme corresponding to
i : Z → X. This association can be reversed. In fact, suppose I ↪→ OX is a quasi-
coherent sheaf of ideals; then OX/I is a quasi-coherent sheaf of algebras over X,
and we can associate to it the affine morphism Spec (OX/I)→ Spec OX . We check
easily that this is a closed immersion.

Definition 4.3.12. Let X be a scheme; we will denote by NX the presheaf
that assigns to every open subset U ⊂ X the ideal Nil(OU ). This is the nilradical
of OX . It’s easy to see that this is in fact a quasi-coherent ideal sheaf over X.

Definition 4.3.13. Let f : X → Y be a morphism of schemes, and let I be
an ideal sheaf over Y . Then we denote by f−1I the ideal sheaf over X that’s the
image of the natural morphism f∗I → OX induced by pulling back the inclusion
I ↪→ OY .

sms-qc-ideal-closed-immersion Proposition 4.3.14. Let X be a scheme.
(1) The assignment I 7→ Spec (OX/I ) induces an anti-isomorphism of lat-

tices between the lattice of quasi-coherent ideal sheaves of OX and the
lattice of closed subschemes of X.
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(2) Under this assignment the nilradical NX maps to Xred.
(3) If f : X → Y is a morphism of schemes, and Z is a closed subscheme of

Y , then f−1(Z) = Spec
(
OX/f−1I

)
.

(4) If, in addition, X is Noetherian, then every quasi-coherent sheaf of ideals
of OX is in fact coherent.

Proof. Suppose that Z is a closed subscheme of X and W is a closed sub-
scheme of Z.

(1) LATER
�

3.4. Sheaves with Local Support. Let X = SpecR be a Noetherian affine
scheme. Recall from [RS, 4.5 ], the definition of the support of an OX -module. We
see immediately that if M̃ is a quasi-coherent OX -module, then

Supp M̃ = {P ⊂ R : MP 6= 0} = SuppM.

If now, M is finitely generated, then we know that SuppM = V (ann(M)), and is
thus a closed set.

For I ⊂ R, and M any R-module, consider the submodule

ΓI(M) = {m ∈M : Inm = 0, for some n ≥ 0} ⊂M.

Now, suppose m ∈ M ; then, if m ∈ ΓI(M), we see that Suppm ⊂ V (I), for if
Inm = 0, for some n, and I  P , then m is annihilated by some element outside of
P and is thus zero in MP . Conversely, if Suppm ⊂ V (I), then I ⊂ rad(ann(m)),
and so there is some n ≥ 0 such that Inm = 0. In sum, if Z = V (I), then
ΓZ(X, M̃) = ΓI(M).

Now, by [NOS, 8.13 ], we have an exact sequence

0→ H0
Z(M )→M → j∗(M |U ),

where U = X \Z, and j : U ↪→ X is the inclusion. Now, j is an open immersion and
is thus separated (see 2.12.1); since R is Noetherian, U is also quasi-compact, and
so we’re in a position to apply (4.2.11) to conclude that j∗(M |U ) is quasi-coherent.
Then, by (4.2.2), we see that H0

Z(M ) is also quasi-coherent. This implies

H0
Z(M ) = Γ̃I(M).

Now, suppose X is any locally Noetherian scheme. Let Z ⊂ X be some closed
set, and let M be a coherent OX -module. Then, for any affine open U = SpecR ⊂
X, we have

H0
Z(M )|U = H0

Z∩U (M |U ) ∼= Γ̃I(M),

where M is an R-module such that M |U = M̃ .
Let us record this in the next Proposition.

sms-sheaves-with-local-support Proposition 4.3.15. Let X be a locally Noetherian scheme, and let Z ⊂ X be
a closed subscheme with ideal sheaf IZ ⊂ OX . Then, for any quasi-coherent OX-
module M , the sheaf H0

Z(M ) is again quasi-coherent. Moreover, for every affine
open U = SpecR ⊂ X, we have

H0
Z(M )|U = Γ̃I(M),

where I ⊂ R is an ideal such that Ĩ = IZ |U , and M is an R-module such that
M̃ = M |U . If M̃ is coherent, then so is H0

Z(M ).
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Remark 4.3.16. Observe that H0
Z(M) depends only on the topology of Z,

while ΓI(M) appears to take into account its geometry; this is illusory, since ΓI(M)
depends only on the rad(I).





CHAPTER 5

Local Properties of Schemes and Morphisms

chap:local
1. Local Determination of Morphisms

In this section, we’ll look at how local information about morphisms determines
their global behavior and also prove some local extension results.

local-local-determination Proposition 5.1.1. Let α : X → S and β : Y → S be two S-schemes, and
suppose that Y is of finite type over S.

(1) Let f, g : X → Y be two morphisms of S-schemes, and let x ∈ X be a
point such that f(x) = g(x) = y and such that the induced maps f ]x and g]x
agree as maps from OY,y to OX,x. Then there exists an open neighborhood
U of x such that f |U = g|U .

(2) Suppose now that S is locally Noetherian, and that we are given a map
of rings f : OY,y → OX,x. Then we can extend this to an S-morphism
U → Y so that the following diagram commutes:

U > Y

Spec OX,x

∧

> Spec OY,y

∧

(3)

Proof. The questions are local; so, for these, we reduce at once to the case
where S = SpecR and Y = SpecT are affine, with T = R[T1, . . . , Tn]/I, where
R[T1, . . . , Tn] is the polynomial ring in n variables over R.

(1) There is a closed immersion of Y into AnS . So, by composing with this
closed immersion, we can replace Y with AnS (we can do this, since closed
immersions are monomorphisms). By (4.3.8), both f and g are given by
n-tuples of global sections (si)1≤i≤n and (ti)1≤i≤n of OX . To say that
they induce the same map on Spec OX,x is to say that (si − ti)x = 0,
for 1 ≤ i ≤ n. Now, we can find a neighborhood U of x such that
(si − ti)|U = 0, for 1 ≤ i ≤ n, and so f |U = g|U .

(2) Now, a morphism from Spec OX,x to Y is given by an n-tuple (ai)1≤i≤n of
elements in OX,x such that, for every p ∈ I, p(a1, . . . , an) = 0. Since R is
Noetherian, so is R[T1, . . . , Tn], and so the ideal I is generated by finitely
many elements p1, . . . , pr. Now, we can find a neighborhood W of x and
sections si ∈ Γ (W,OX) such that (si)x = ai, for 1 ≤ i ≤ n. Moreover,
since pj(s1, . . . , sn)x = 0, for 1 ≤ j ≤ r, we can find a neighborhood
U ⊂ W such that pj(s1, . . . , sn)|U = 0, for 1 ≤ j ≤ r. But then the
n-tuple of sections (si|U ) over U now defines a morphism of U into Y .

89
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�

local-valuative-criterion Corollary 5.1.2. Let O be a reduced local ring, and let K be its field of frac-
tions. For any separated O-scheme X, the natural map

HomSchO (Spec O, X)→ HomSchO (SpecK,X)

is injective. If X is proper over O and O is a valuation ring, then the map is
bijective.

Proof. Let f, g : Spec O → X be two sections of the structure morphism of
X. If f and g agree on SpecK, then, since K = OO,ξ, where ξ is the generic point
of Spec O, we can use part (1) of the Proposition above to conclude that f and g
agree on some open neighborhood U of ξ, which is of course dense in X. But then,
since X is separated and O is reduced, it follows from (2.10.5), that f and g agree
everywhere on X. This finishes the proof of the first assertion.

Now suppose that X is proper and that O is a valuation ring. A morphism
f : SpecK → X corresponds to a point x ∈ X and a field extension K/k(x). Let
Z → X be the scheme theoretic image of f . Then Z is also proper over O, since
proper morphisms are stable under composition. Moreover, Z is reduced (2.5.5) and
irreducible (since Z = {x}), and is therefore integral. The image of Z in Spec O
contains the generic point ξ and is closed; therefore it must be all of Spec O. Let
s ∈ O be the closed point, and let z ∈ Z be a point lying over s. Then OZ,z is a
local ring dominating O; since O is a valuation ring, this implies that OZ,z = O.
Consider the morphism

g : Spec O = Spec OZ,z → Z → X.

We find now that g induces the morphism f on SpecK, thus showing the bijectivity
of our map. �

Still assuming that S is locally Noetherian, pick s ∈ S, and suppose we have a
morphism of S-schemes

ϕ : X ×S Spec OS,s → Y ×S Spec OS,s.

If X is also of finite type over S, then we can find an open neighborhood U of s
such that ϕ is the base change of an S-morphism

f : X ×S U → Y ×S U.

Moreover, if ϕ is an isomorphism, then we can choose f to be an isomorphism.

2. Rational Maps and Rational Functions
local-secn:rational-functions

2.1. Rational Maps.

Definition 5.2.1. Let X and Y be two S-schemes. A rational pair over X
is a pair (f, U), where U ⊂ X is a dense open subscheme and f : U → Y is
an S-morphism. We say that two such pairs (f, U) and (g, V ) are equivalent, if
f |W = g|W , for some dense open subscheme W ⊂ U ∩ V . A rational S-map from
X to Y is an equivalence class of rational pairs. If S is clear from the context, then
we will refer to such a class as simply a rational map. The set of rational S-maps
from X to Y is denoted by RS(X,Y ).
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A rational function on X is an element of RX(X,A1
X) (A1

X = A1
Z ×Z X, where

A1
Z = SpecZ[t]). Observe, that for every open subscheme U ⊂ X, we have

HomSchX (U,A1
X) = HomSch(U,SpecZ[t])

= HomRing(Z[t], Γ (U,OX))

= Γ (U,OX).

So the set of rational functions on X is simply the set of equivalence classes of
sections of the structure sheaf over dense open subschemes of X, and thus has a
natural ring structure. We denote this by K(X) and call it the ring of rational
functions on X.

Remark 5.2.2. More explicitly, we see that two pairs (f, U) and (g, V ), with
f and g sections of the structure sheaf over U and V , respectively, are equivalent if
f |W = g|W , for some dense open W ⊂ U ∩V . The ring structure is simply obtained
by taking, for the sum, the class of (f |U∩V + g|U∩V , U ∩ V ), and, for the product,
the class of (f |U∩V g|U∩V , U ∩ V ).

Remark 5.2.3. Observe that we have a natural map HomSchS (X,Y )→ RS(X,Y ).
In particular, K(X) is always an OX(X)-algebra.

In the affine Noetherian case, we can compute the ring of rational functions
quite explicitly.

local-rational-functions-noetherian-affine-scheme Proposition 5.2.4. Let X = SpecR be an affine scheme, where R is a Noe-
therian ring, and let Q be the complement of the union of the minimal primes of
R. Then K(X) is naturally isomorphic to Q−1R.

Proof. First, observe that a principal open subscheme Xf ⊂ X is dense in X
if and only if f ∈ Q. Indeed, Xf is dense if and only if it contains every generic
point of X, which of course are in bijective correspondence with the minimal primes
of R. Moreover, if U ⊂ X is any dense open subscheme with complement V (I),
for some ideal I ⊂ R, we see that V (I) does not contain any generic points of X,
and so I is not contained in any minimal prime of P . Since R is Noetherian, X
has only finitely many generic points, and so, by prime avoidance, we can find an
element f ∈ I not contained in any minimal prime of R. Now we see that Xf ⊂ U
is a dense principal open subscheme.

Given this, we see that the principal open subschemes {Xf : f ∈ Q} form a
co-final subset of the directed set of dense open subschemes of X. So we clearly
have

K(X) = lim
→
x∈Q

Γ (Xf ,OX)

= lim
→
x∈Q

Rf

= Q−1R.

�

local-rational-open-dense Proposition 5.2.5. Let X and Y be two S-schemes, and let U ⊂ X be an
open subscheme.

(1) There is a natural restriction map RS(X,Y ) → RU (X,Y ), making U 7→
RU (X,Y ) a presheaf of sets over X.
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(2) If U ⊂ X is dense, then this map is a bijection.

Proof. Suppose (f, V ) and (g,W ) is an equivalent pair on X; then, since V
and W are dense in X, both V ∩U and W ∩U are open dense subsets of U . Thus
(f |V ∩U , V ∩ U) and (g|W∩U ,W ∩ U) are equivalent pairs over U . This gives us
the natural restriction map. If, now, U is in fact dense, then any pair (f, V ) with
V ⊂ U dense in U and f : V → Y an S-morphism in fact determines a pair over
X, since V will also be dense in X. In particular, the natural restriction map is a
surjection. By a similar argument, it’s easy to see that the restriction map is also
injective. �

Now, suppose that X is irreducible. Then an open dense subscheme of X is
simply an open subscheme of X containing the generic point ξ of X. In particular,
if ϕ = [(f, U)] is a rational function over X, then (g, V ) is another representative
of ϕ if and only if f and g define the same germ at ξ. So we get a natural map
K(X)→ OX,ξ that is clearly bijective. This gives us the next Lemma.

local-rational-functions Lemma 5.2.6. Let X be an irreducible scheme with generic point ξ. Then the
natural map

K(X)→ OX,ξ

is an isomorphism. In particular, if X is integral, then we recover the field of
rational functions on X, and, if X is Noetherian, then K(X) is a local Artin ring.

local-rational-map-fin-irred-comp Proposition 5.2.7. Let X and Y be two S-schemes, and suppose that X has
only finitely many irreducible components X1, . . . , Xr, with generic points ξ1, . . . , ξr.

(1) The natural map:

RS(X,Y )→
r∏
i=1

RS(Xi, Y )

is a bijection. In particular, we have an isomorphism of rings

K(X) ∼=
r∏
i=1

R(Xi)

∼=
r∏
i=1

OX,ξi .

(2) If Y is of finite type over S, the natural map

RS(X,Y )→
r∏
i=1

HomSchS (Spec OXi,ξi , Y )

is injective. If, in addition, S is locally Noetherian, then it is in fact
bijective.

Proof. For each 1 ≤ i ≤ r, let Ui = X −
⋃
j 6=iXj . Then Ui is an open

subset of X contained in Xi, and is thus dense in Xi; and, moreover, the collection
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{U1, . . . , Ur} is pairwise disjoint, with U =
⋃
i Ui dense in X. Now we have:

RS(X,Y ) = RS(U, Y )

=
r∏
i=1

RS(Ui, Y )

=
r∏
i=1

RS(Xi, Y ),

where we have made repeated use of (5.2.5). The second equality in the string
above follows immediately from the fact that the Ui are pairwise disjoint. This
finishes the proof of (1). (2) follows immediately from (1) and the Lemma above.
For (3), first observe that any rational map from Xi to Y determines a unique
morphism of S-schemes from Spec OXi,ξi to Y . Given this, both assertions in (3)
follow immediately from (5.1.1). �

local-rational-maps-over-points Corollary 5.2.8. Let X and Y be S-schemes, with S locally Noetherian, X
irreducible with generic point ξ, and Y of finite type over S. Suppose ξ lies over
s ∈ S.

(1) Giving a rational S-map from X to Y is equivalent to giving a point y ∈ Y
lying over S and a homomorphism of rings OY,y → OX,ξ.

(2) For any point z ∈ X, there is a bijection

RS(X,Y ) ∼= RS(Spec OX,z, Y ).

(3) If X is in addition integral, then there is a natural isomorphism

RS(X,Y ) ∼= HomSchk(s)(SpecK(X), Ys).

(4) In particular, if S = Spec k, for some field k, then we have

Rk(X,Y ) ∼= HomSchk(SpecK(X), Y )
∼= Homk(Γ (Y,OY ),K(X)).

If Y is also integral, this gives us a natural isomorphism

Rk(X,Y ) ∼= Homk(K(Y ),K(X)).

Proof. For (1), simply note that the data of a point y ∈ Y lying over s and
a homomorphism OY,y → OX,ξ are in bijective correspondence with morphisms of
S-schemes Spec OX,ξ → Y , and use the Proposition above, specializing it to the
case where X is itself irreducible. Statement (2) follows at once, since the local
rings of both X and Spec OX,z at ξ are naturally isomorphic.

For (3), note that we have

HomS(Spec OX,ξ, Y ) = HomS(Spec k(ξ), Y )

= Homk(s)(Spec k(ξ), Ys).

(4) follows immediately from this. �
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2.2. The Domain of Definition of a Rational Map.

local-rational-maps-reduced-separated Lemma 5.2.9. Let X and Y be S-schemes, with X reduced and Y separated.
Let (f, U) and (g, V ) be two equivalent rational pairs over X, then f |U∩V = g|U∩V .

Proof. Replacing X with U ∩V and f and g with their restrictions to U ∩V ,
we have two S-morphisms f, g : X → Y that agree on an open dense subscheme of
X. Now the result follows from (2.10.6). �

Definition 5.2.10. Let ϕ ∈ RS(X,Y ) be a rational S-map between S-schemes
X and Y . We say that ϕ is defined at x, for a point x ∈ X, if there exists a
representative (f, U) of ϕ, with x ∈ U . The subset of X consisting of the points
where ϕ is defined is called the domain of definition of ϕ and is denoted dom(ϕ).
Clearly, dom(ϕ) is an open dense subset of X.

local-rational-maps-domain-of-defn Proposition 5.2.11. Let X and Y be S-schemes, with X reduced and Y sepa-
rated. Then, for every rational S-map ϕ from X to Y , there is a unique morphism
f : dom(ϕ)→ Y of S-schemes such that (f, dom(ϕ)) represents ϕ.

Proof. For every point x ∈ dom(ϕ), there exists a pair (gx, Ux) representing
ϕ such that x ∈ Ux. Now, consider the open cover V = {Ux : x ∈ X}; then
(gx : x ∈ X) will, according to the lemma above, glue together to give a unique
morphism f : dom(ϕ) → Y such that f |Ux = gx, for all x ∈ dom(ϕ). Moreover, if
we have any other morphism f ′ : dom(ϕ)→ Y such that (f ′,dom(ϕ)) is equivalent
to (f, dom(ϕ)), then there is a dense open subset of dom(ϕ) on which they agree,
and, again, by (2.10.6), they must be equal on dom(ϕ). �

local-rational-functions-reduced Corollary 5.2.12. Let X be a reduced scheme; then, for any dense open sub-
scheme U ⊂ X, the rational functions on X defined at every point of U are in
bijection with Γ (U,OX).

Proof. Since A1
X is always separated over X, we see that, for a rational func-

tion ϕ on X, dom(ϕ) contains U if and only if ϕ corresponds to a section of
Γ (U,OX). Moreover, such a section must be unique, since two sections over U that
agree on an open dense subset of U must agree everywhere on U . �

2.3. Birational Morphisms.

2.4. The Sheaf of Rational Functions.

Definition 5.2.13. The sheaf of rational functions K (X) over a scheme X is
the sheafification of the presheaf U 7→ K(U) (this is a presheaf by (5.2.5)). This is
clearly a sheaf of OX -algebras (not necessarily quasi-coherent) over X.

local-sheaf-rational-functions-quasi-coh Proposition 5.2.14. Let X be a scheme such that every point x ∈ X has a
neighborhood with only finitely many irreducible components (for example, we can
take X to be locally Noetherian). Then the OX-algebra K (X) is quasi-coherent;
moreover, for any open subscheme U ⊂ X with only finitely many irreducible com-
ponents, the natural map R(U)→ Γ (U,K (X)) is an isomorphism.

Proof. We can immediately reduce to the case where X has only finitely many
irreducible components X1, . . . , Xn, and show that U 7→ K(U) is in fact a sheaf on
X. First observe that we have, by (5.2.7), the natural isomorphism

K(U) ∼=
∏

U∩Xi 6=∅

K(Xi).
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Now, U 7→ K(U) is clearly separated; so it suffices to show that if we have
a weak covering sieve V = {Vα : α ∈ A} of an open subset U ⊂ X, then the
map K(U) → V(K) is surjective. Let (sα) be an element of V(K); then, for each
irreducible component Xi with Xi ∩ U 6= ∅, and for all pairs (α, β) such that
Xi ∩ Vα ∩ Vβ 6= ∅, sα and sβ determine the same element of K(Xi). Thus the
coherent sequence (sα) determines a unique element of

∏
U∩Xi 6=∅K(Xi) and thus

a unique element of K(U) that restricts to sα over each Vα. This shows that
U 7→ K(U) is in fact a sheaf.

For the quasi-coherence, observe that if M = ⊕ni=1OXi,ξi , where ξi is the generic
point of the component Xi, for 1 ≤ i ≤ n, then M̃ is clearly isomorphic to K (X),
as can be checked on stalks. �

3. Normal Schemes and Normalization

3.1. Serre’s Criterion.

Note on Notation 4. In this section, all our schemes will be locally Noether-
ian.

Definition 5.3.1. An scheme X is normal if, for every x ∈ X, OX,x is a
normal ring.

algv-normal-equiv-prps Proposition 5.3.2. Let X be an integral scheme. Then the following are equiv-
alent:

(1) For every open subscheme U ⊂ X, Γ (U,OX) is a normal domain.
(2) For every affine open U ⊂ X, Γ (U,OX) is normal.
(3) There is an affine open cover {Ui : i ∈ I} of X such that Γ (Ui,OX) is

normal, for all i ∈ I.
(4) X is normal.

If, in addition, the underlying topological space of X is Noetherian, then these
statements are equivalent to: For every closed point x ∈ X, OX,x is normal.

Proof. The only non-trivial part is (4) ⇒ (1). So let X be an irreducible
normal scheme. Then, we find from (1.6.6) that, for any open subscheme U ⊂ X,

Γ (U,OX) =
⋂
x∈U

OX,x.

By hypothesis, for each x ∈ X, the ring OX,x is integrally closed in its fraction ring
K(X). Thus, Γ (U,OX) is also integrally closed in K(X). �

Definition 5.3.3. A schemeX is regular in codimension n or satisfies condition
Rn if, for all x ∈ X, with dim OX,x ≤ n, the ring OX,x is a regular local ring.

A scheme X satisfies condition Sn, if, for all x ∈ X, we have

depth OX,x ≥ max{n, dim OX,x}

scheme-serre-criterion Proposition 5.3.4. A scheme X is reduced if and only if it satisfies conditions
R0 and S1. It is normal if and only if it satisfies conditions R1 and S2.
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4. Flat Morphisms

Definition 5.4.1. A morphism f : X → Y is flat if, for every x ∈ X, the
natural map OY,f(x) → OX,x is a flat homomorphism of local rings.

In other words, a morphism f : X → Y is flat if OX is flat over OY .

local-flat-equiv-prps Proposition 5.4.2. The following are equivalent for a morphism f : X → Y :

(1) f is flat.
(2) There is an open cover {Ui : i ∈ I} of Y such that the restriction

f−1(Ui)→ Ui is flat.
(3) For every affine open U = SpecR ⊂ Y and every affine open V =

SpecS ⊂ f−1(U), S is flat over R.
(4) For every affine open U = SpecR ⊂ Y , there is an affine open cover
{Vi = SpecSi} of f−1(U) such that Si is flat over R.

Remark 5.4.3. Condition (2) says that flatness is local on the base.

Proof. The only non-trivial implication is (1) ⇒ (3); but this follows from
[CA, 3.1.10 ]. �

local-flat-prps Corollary 5.4.4. (1) Open immersions are flat morphisms.
(2) Flat morphisms are local on the base and on the domain.
(3) Flat morphisms are stable under base change.
(4) Flat morphisms are stable under composition.
(5) Flat morphisms have the going down property (See [NS, 6 ]).
(6) If f : X → Y is a flat morphism, with Y irreducible, then, for any non-

empty open subscheme U ⊂ X, f(U) is dense in Y . In particular, f is
dominant. If, in addition, X has only finitely many irreducible compo-
nents, then the image of every irreducible component under f is dense in
Y .

(7) If f : X → Y is a flat morphism of finite type between Noetherian schemes,
then f is open.

Proof. (1) This is essentially the fact that, for any ring R and any
element f ∈ R, the localization Rf is a flat R-module.

(2) Follows from the Proposition.
(3) It suffices to prove this for the affine case, and there it follows from

[CA, 3.1.6 ].
(4) Follows from [CA, 3.1.6 ].
(5) Let x ∈ X and y ∈ Y be such that y is a generization of f(x). We need to

show that there is a generization of x that maps to y. Let U = SpecR ⊂
X be an affine neighborhood of f(x); then y ∈ U . Choose any affine
neighborhood V = SpecS ⊂ f−1(U) of x; then S is flat over R (5.4.2).
Now the result follows from [CA, 3.6.8 ].

(6) We reduce immediately to the affine case, and here it reduces to showing
that if f : R → S is a flat map of rings, with N = Nil(R) prime, then
ker f ⊂ N . For this it suffices to show that the induced mapR/N → S/NS
is injective. But now observe that S/NS is flat over R/N by [CA, 3.1.8 ],
and since R/N is a domain we see that S/NS is torsion free as an R/N -
module, which tells us that R/N embeds into S/NS. For the second
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assertion, simply note that if there are only finitely many irreducible com-
ponent, then each component contains a non-empty open set–namely the
complement of the union of the rest of the components.

(7) By (2.7.6), f is a constructible map. Now, the result follows from [NS, 5.10 ].
�

Definition 5.4.5. A morphism f : X → Y is faithfully flat if it is flat and
surjective.

The next Proposition follows from (5.4.4) and (2.3.2).

local-faithfully-flat-prps Proposition 5.4.6. (1) Faithfully flat morphisms are local on the base
and the domain.

(2) Faithfully flat morphisms are stable under base change.
(3) Faithfully flat morphisms are stable under composition.

The next theorem tells us that many morphisms that arise geometrically are
generically flat.

local-generic-flatness Theorem 5.4.7 (Generic Flatness). Let f : X → Y be a dominant morphism
of finite type between two integral, locally Noetherian schemes. Then there is an
open subscheme V ⊂ Y such that the restriction f−1(V )→ V is faithfully flat.

Proof. There is no harm in assuming that Y = SpecR is affine, with R some
Noetherian domain and thus that X is in fact Noetherian, covered by finitely many
affine opens {U1, . . . , Un}, with Ui = SpecSi, where Si is a finitely generated R-
algebra. Now, by [CA, 8.2.1 ], there is for each i an open subscheme (and in fact
a principal open subscheme) Vi ⊂ Y such that the morphism f−1(Vi) ∩ Ui → Vi is
faithfully flat. We finish the proof by taking V = ∩iVi. �

5. Tangent Spaces and Regularity

5.1. Regular Schemes.

Definition 5.5.1. A scheme X is regular if all its local rings are regular.
Equivalently, X is regular if it satisfies condition Rn, for all n ≥ 0.

6. Cohen-Macaulay Schemes





CHAPTER 6

Dimension

chap:dim

Abstract. We will use extensively the results from [NS, 6 ].

1. Krull Dimension

Definition 6.1.1. The Krull dimension or dimension dimX of a scheme X is
the dimension of its underlying topological space.

For a closed subscheme Z ⊂ X, the codimension of Z, codim(Z,X) is its
codimension in X as a closed subspace of the topological space underlying X.

A subscheme Z ⊂ X has pure codimension n, for some positive integer n ∈ N,
if codim(Zi, X) = n, for all irreducible components Zi of Z.

For a point x ∈ X, the dimension at x dimxX is the Krull dimension of X
at x; i.e. it’s the infimum infU3x dimU , taken over the dimensions of all the open
subschemes of X containing x.

dim-dimension-sup-affines Remark 6.1.2. It follows from [NS, 6.2 ] that

dimX = sup
U⊂X

U affine open

dimU.

dim-affine-case Proposition 6.1.3. Let X be a scheme.
(1) If X = SpecR is affine, dimX = dimR, where the latter quantity is the

Krull dimension of the ring R.
(2) For any ideal I ⊂ R,

codim(SpecR/I,X) = ht I.

(3) For any x ∈ X
codim(x,X) = dim OX,x.

Proof. The first two are immediate from the definitions; for the third, note
that, by part (5) of [NS, 6.6 ], we can assume that X = SpecR is affine. In this
case, x corresponds to a prime P ⊂ R, and the result now follows from part (2). �

We now investigate the dimension zero case.

dim-dimension-zero Proposition 6.1.4. Let X be a scheme.
(1) Suppose the underlying space of X is discrete; then dimX = 0.
(2) Suppose X is Noetherian; then dimX = 0 if and only if X is discrete and

finite, if and only if X = SpecA, where A is an Artinian ring.

Proof.
Follows from [NS, 6.7 ].

99
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We get one equivalence from [NS, 6.7 ]. If X is finite and discrete, then it’s
clear that X =

∐
x∈X Spec OX,x, where each ring OX,x is local Artinian. Thus,

X = SpecA, where A is artinian; the other direction follows trivially. �

Next, the relative dimension zero case.

dim-integral-morphism Proposition 6.1.5. Let f : X → Y be an integral morphism of schemes.
(1) dimX ≤ dimY .
(2) For any closed subspace Z ⊂ X, f(Z) is a closed subset of Y , and we have

dimZ = dim f(Z).

Proof. Follows from (2.8.3) and [NS, 6.13 ]. �

2. Jacobson Schemes

Essentially, Jacobson schemes are schemes to which the Nullstellensatz applies.
See [CA, 8 ] for more algebraic details.

Definition 6.2.1. A subset Z ⊂ X of a topological space X is very dense if
Z intersects every non-empty locally closed subset non-trivially. Equivalently, Z is
very dense in X if Z ∩W is dense in W for every non-empty closed subset W ⊂ X.

A scheme X is Jacobson if the subset of closed points is very dense in X.

dim-jacobson-scheme-equiv-prps Proposition 6.2.2. Let X be a scheme; then the following are equivalent:
(1) X is Jacobson.
(2) Every non-empty open subscheme U ⊂ X is Jacobson.
(3) For every affine open SpecR ⊂ X, R is a Jacobson ring.
(4) There is an affine open cover {Ui : i ∈ I} of X with Ui = SpecSi, where

Si is a Jacobson ring.
(5) Every locally closed point of X is closed.
(6) For every X-scheme f : Y → X that is locally of finite type, a point y ∈ Y

is closed if and only if f(y) is closed in X.

Proof. (1)⇔ (2): This is clear.
(2)⇔ (3): This is equivalent to showing that SpecR is Jacobson if and

only if R is Jacobson. The closure of the set of closed points in SpecR
is V (JacR). The equivalence now follows from characterization (2) in
[CA, 8.4.2 ].

(3)⇒ (4): Trivial.
(4)⇒ (5): Let x ∈ X be a locally closed point, and let i ∈ I be such that
x ∈ Ui. Since Ui is Jacobson (via the equivalence (2)⇔ (3)), x is in fact
a closed point in Ui. It remains to show that x is closed in X. For this it
suffices to show that x is closed in Uj for any j ∈ I such that x ∈ Ui ∩Uj .
Let V = SpecS ⊂ Ui∩Uj be an open neighborhood of x that is a principal
affine open in both Ui and Uj . Now, x corresponds to a maximal ideal in
S, and since the map Sj → S is of finite type, we see from [CA, 8.4.6 ]
that x corresponds to a maximal ideal also in Sj and hence is closed in
Uj .

(5)⇒ (3): We’ll use characterization (3) from [CA, 8.4.2 ]. Let P ⊂ R be
a non-maximal prime ideal, and let I be the intersection of all prime
ideals containing P . Suppose I 6= P ; then there is f ∈ I \ P . Consider
the localization Rf : SpecRf is an open subscheme of SpecR, and P
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corresponds to a closed point in SpecRf and thus a locally closed point
in SpecR. But then P corresponds in fact to a closed point in SpecR and
is therefore maximal. Contradiction!

(4)⇒ (6): Via the equivalence (4)⇔ (5), we can assume that X and Y are
affine. In this case our result follows from [CA, 8.4.6 ].

(6)⇒ (5): Let x ∈ X be a locally closed point, and let U ⊂ X be an open
subscheme such that x is closed in U . Now, the open immersion U ↪→ X
is locally of finite type (2.12.1), and so we see that x must in fact be closed
in X.

�

Remark 6.2.3. Characterization (6) above is the Nullstellensatz.

dim-jacobson-irred-closed-point Corollary 6.2.4. Let X be a Jacobson scheme with finitely many irreducible
components. Then every irreducible component of X contains a closed point that is
not contained in any other component.

Proof. Let X0 ⊂ X be the subset of closed points, and let Z1, . . . , Zn be the
irreducible components of X; then, for any i ∈ {1, . . . , n}, X0 *

⋃
j 6=i Zj , since⋃

j 6=i Zj is closed and X0 is dense in X. �

dim-algv-jacobson Corollary 6.2.5. Let X be a Jacobson scheme; then every X-scheme that’s
locally of finite type is also Jacobson. This is in particular true for X = SpecZ or
X = Spec k, where k is a field.

Proof. We’ll use characterization (6) above. Let f : Y → X be an X-scheme
that’s locally of finite type and let g : Z → Y be a Y -scheme that’s locally of finite
type; then f ◦ g is again an X-scheme that’s locally of finite type. Therefore, a
point z ∈ Z is closed if and only if f(g(z)) is closed in X if and only if g(z) is closed
in Y .

The second statement follows immediately from the fact that Z and k are both
Jacobson rings. �

3. Catenary and Universally Catenary Schemes

Definition 6.3.1. A scheme X is catenary (resp. equidimensional, equicodi-
mensional, biequidimensional) if its underlying topological space is catenary (resp.
equidimensional, equicodimensional, biequidimensional).

A scheme X is universally catenary if every X-scheme that’s locally of finite
type is also catenary, where an X-scheme f : Y → X is catenary if the domain Y
is catenary.

dim-catenary-local-condition Proposition 6.3.2. The following are equivalent for a scheme X:
(1) X is catenary.
(2) For every triple Z, T,W of closed subschemes of X with Z ⊂ T ⊂ W , we

have
dim OW,ζ = dim OW,ξ + dim OT,ζ ,

where ζ is the generic point of Z and ξ is the generic point of T .
(3) Every affine open subscheme V ⊂ X is catenary.
(4) There is an affine open cover {Vi : i ∈ I} such that Vi is catenary, for

each i.
(5) For every x ∈ X, the local ring OX,x is catenary.
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Proof. (1) ⇔ (3) ⇔ (4) follows from [NS, 6.16 ], and (1) ⇔ (2) follows from
(1.5.5).

We will show (3)⇔ (5). This comes down to showing that a ring R is catenary
if and only if RP is catenary for every prime P ⊂ R. This is immediate. �

dim-univ-catenary-local-condition Corollary 6.3.3. The following are equivalent for an affine scheme X =
SpecR:

(1) X is universally catenary.
(2) AnX is catenary, for all n ∈ N.

Proof. By the Proposition above, it suffices to show that every affine scheme
of finite type over X is catenary. But every affine scheme of finite type is a closed
subscheme of AnX , for some n ∈ N. Hence the result. �

4. Dimension Theory of Varieties

The dimension theory of algebraic varieties is the foundation of our studies.

Definition 6.4.1. An algebraic variety, or simply a variety over a field k is a
separated k-scheme of finite type.

An affine variety over a field k is an affine scheme over k.
A projective variety over a field k is a projective scheme over k.

dim-algv-main-thm Theorem 6.4.2. Let X be an irreducible algebraic variety over a field k, and
let ξ be its generic point. Then dimX = tr degk k(ξ), and X is biequidimensional.
In particular, dimX = dimU , for any open subscheme U ⊂ X.

Proof. Let U = SpecR ⊂ X be an affine open; then we find from [CA, 8.5.1 ]
that dimU = tr degk k(ξ). The first assertion now follows from remark (6.1.2).
Moreover, by the same theorem, if z ∈ X is any closed point, then dim OX,z =
dimX, which shows that X is biequidimensional. �

dim-algv-univ-catenary Corollary 6.4.3. Every algebraic variety over a field k is universally cate-
nary.

Proof. Since Ank is biequidimensional by (6.4.2), it’s catenary by [NS, 6.18 ].
Now the result follows from (6.3.3). �

dim-algv-sup-trdeg Corollary 6.4.4. Let X be an algebraic variety, and let X1 be its set of
generic points; then we have

dimX = sup
x∈X

tr degk k(x) = sup
x∈X1

tr degk k(x).

Proof. Simply observe that tr degk k(x) = dim {x}. �

dim-algv-dim-at-a-point Corollary 6.4.5. Let X be an algebraic variety and let x ∈ X be a point.

dimxX = dim SpecX,x+ tr degk k(x).

Proof. Let X1, . . . , Xn be the irreducible components of X, and let U be a
neighborhood of X such that dimU = dimxX and such that every irreducible
component of U contains x [NS, 6.4 ]. Then we have

dimxX = dimU = maxXi 3 xdim(Xi ∩ U) = maxXi 3 x dimXi.
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Equip Xi with the reduced induced subscheme structure; then, since the Xi con-
taining x correspond bijectively to the irreducible components of Spec OX,x, and so
we have

dim OX,x = maxXi 3 xdim OXi,x.

In sum, it suffices to prove the required identity in the case where X is integral. In
this case, since U is biequidimensional, we have

dimxX = dimU = dim SpecX,x+ dim {x} = dim SpecX,x+ tr degk k(x).

So �

Definition 6.4.6. Let X = ProjS be a projective variety over k. The Hilbert
polynomial HX of X is just the Hilbert polynomial H(S, n) of the graded k-algebra
S.

dim-algv-projective-varieties Proposition 6.4.7. Let X = ProjS be a projective variety over k. Then

dimX = dimS − 1 = degHX .

Proof. The second equality follows from [CA, 6.4.3 ]; so it suffices to prove
the first equality. For this, observe that we can compute the dimension of X as the
maximal length of a chain of homogeneous primes of S strictly contained in S+.
By [CA, 6.4.1 ], this is htS+ − 1, which, by [CA, 6.4.2 ], is dimS − 1. �

Now we consider the behavior of dimension under products.

dim-algv-products Proposition 6.4.8. Let X,Y be algebraic varieties. Then

dimX ×k Y = dimX + dimY.

Proof. We can assume that X and Y are affine. In this case, the Proposition
is just a restatement of [CA, 8.5.6 ]. �

5. Dimension of Fibers: Chevalley’s Theorem

Now, given any scheme Y and any Y -scheme X → Y , note that the fibers of
this Y -scheme are algebraic varieties. Hence we can use the results of the previous
section to obtain important results about the dimensions of the fibers.

dim-dimension-of-fibers Proposition 6.5.1. Let f : X → Y be a morphism of locally Noetherian
schemes, and let x ∈ X and y ∈ Y be such that f(x) = y.

(1)
dim OX,x ≤ dim OY,y + dim OXy,x,

where we treat x as an element of Xy via the homeomorphism of the latter
with f−1(y). Equality holds if f satisfies the going down condition, and
in particular if f is flat.

(2) If X and Y are irreducible schemes with f dominant and locally of finite
type, then

dim OX,x + tr degk(y) k(x) ≤ dim OY,y + tr degk(υ) k(ξ),

with equality holding whenever Y is universally catenary. Here, υ is the
generic point of X, and ξ, that of X.
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(3) If X and Y are irreducible, Y is universally catenary, and f is dominant
and locally of finite type, then

dimxXy ≥ tr degk(υ) k(ξ),

with equality holding if f satisfies the going down condition.

Proof. (1) We reduce immediately to the affine case, and here this is a
consequence of [CA, 6.6.1 ] and [CA, 6.7.1 ].

(2) See [CA, 8.6.1 ].
(3) Put (1) and (2) together and use (6.4.5).

�

The next Theorem of Chevalley combines the niceness of flat morphisms with
(5.4.7) for the important result that the dimension of fiber is an upper semicontin-
uous function on the domain.

dim-semicontinuity-of-dimension Theorem 6.5.2 (Semicontinuity of dimension). Let f : X → Y be a morphism
of finite type between Noetherian schemes, with Y universally catenary, and let
dimX/Y : X → N ∪ {∞} be the map dimX/Y (x) = dimxXf(x). Then dimX/Y is
upper semicontinuous on X; that is, for every n ∈ N, Gn = {x ∈ X : dimX/Y (x) ≥
n} is a closed subset of X.

Remark 6.5.3. The Theorem is true without the hypothesis that Y be uni-
versally catenary (or even Noetherian!), but the proof in such generality requires
many technical results that we don’t have the patience for here. It may however be
found by the diligent reader in part 3 of EGA IV.

Proof of Theorem (6.5.2). We’ll use Noetherian induction [NS, 3.6 ]. Let
a closed subset Z of Y be said to satisfy property P if, for every closed subscheme
of Y supported on Z and for every irreducible Z-scheme (we’re conflating Z with
the scheme supported on it) Z ′ of finite type, the function dimZ′/Z is upper semi-
continuous. We will show that this property satisfies the hypotheses needed for the
application of Noetherian induction to work: namely, we’ll show that if P is true
for every proper closed subset of Y then P is true for Y .

First note that we can assume that Y is irreducible. Indeed, if Y ′ is the scheme
theoretic image of any irreducible Y -scheme of finite type, then Y ′ is irreducible,
and moreover dimX/Y = dimX/Y ′ . Hence by induction we may assume that Y is
itself irreducible. Hence by part (3) of (6.5.1), we see that

dimX/Y ≥ e := tr degk(υ) k(ξ),

where υ is the generic point of Y and ξ, that of X.
By (5.4.7), we find an open subscheme V ⊂ Y such that the restriction f−1(U)→

U is faithfully flat, and so, for x ∈ f−1(U), we have dimX/Y (x) = e. This tells us
that, for n > e, Gn ⊂W = X \f−1(U). Therefore, by the induction, Gn is a closed
subset of X (note that W = f−1(f(W ))), for n > e

Now, let X be any Y -scheme of finite type, and suppose X1, . . . , Xn are the
irreducible components of X. Then we have

dimX/Y (x) = max
1≤i≤n

dimXi/Y (x),

where dimXi/Yi(x) = 0, if x /∈ Yi. By what we’ve shown above, dimXi/Y is upper
semicontinuous for each i, and so it follows that dimX/Y is also upper semicontin-
uous. �
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6. Pseudovarieties

Definition 6.6.1. A locally Noetherian scheme S is a pseudovariety if it sat-
isfies the following conditions:

(1) S is Jacobson and universally catenary.
(2) Every irreducible component of S is equicodimensional (or, equivalently,

biequidimensional). That is, for every irreducible component S′ and every
closed point s ∈ S′, dim OS′,s = dimS′.

Remark 6.6.2. Observe that any algebraic variety is a pseudovariety.

dim-pseudovariety-fintype Proposition 6.6.3. Let S be a pseudovariety

(1) Every S-scheme that’s locally of finite type is also a pseudovariety.
(2) Let f : X → Y be a dominant, locally of finite type morphism of irreducible

S-schemes, where X and Y are both locally of finite type over S. Let ξ be
the generic point of X and υ that of Y . Then, we have

dimX = dimY + tr degk(υ) k(ξ).

Remark 6.6.4. Part (2) is a relative analogue of the statement that, for an
irreducible algebraic variety X, we have dimX = tr degk k(ξ).

Proof. (1) Every S-scheme that’s locally of finite type is Jacobson and
universally catenary; so it suffices to show that every irreducible S-scheme
f : X → S that’s locally of finite type is equicodimensional. Now, f
factors as X

j−→ Z
i−→ S, where i : Z → S is the scheme theoretic image

of f . Since X is irreducible, it follows that Z is also irreducible, and so
there is an irreducible component S′ ⊂ S containing Z. Now, since S′ is
biequidimensional, it follows that Z is also biequidimensional [NS, 6.18 ].
Hence Z is a pseudovariety. Now, let x ∈ X be a closed point; then
s = f(x) ∈ Z is also a closed point. Since Z is universally catenary, we
obtain from part (2) of (6.5.1) the following identity:

dim OX,x = dim OZ,s + tr degk(ζ) k(ξ) = dimZ + tr degk(ζ) k(ξ),

where ζ is the generic point of Z, and ξ, that of X. This shows that
dim OX,x is independent of x, and hence that X is equicodimensional.

(2) By (1), Y is a pseudovariety and so the result follows as in the proof of
(1).

�

Definition 6.6.5. A morphism f : X → Y is equidimensional of dimension r
if the following conditions hold:

(1) f is of finite type.
(2) Every irreducible component of X dominates an irreducible component of

Y .
(3) dimX/Y ≡ r is constant.

dim-pseudovariety-equidimensional Theorem 6.6.6. Let Y be a Noetherian irreducible pseudovariety, and let f :
X → Y be a flat Y -scheme of finite type. Then f is equidimensional of dimension
r if and only if X is equidimensional of dimension dimY + r.
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Proof. Since f is flat, by (5.4.4), we already know that it satisfies condition
(2) for equidimensionality. By hypothesis, it satisfies condition (1); so it remains to
show that dimX/Y ≡ r if and only if X is equidimensional of dimension dimY + r.

First assume that dimX/Y ≡ r; and let Z ⊂ X be an irreducible component.
By (6.2.2), X is also Jacobson, and so, by (6.2.4), we can find a closed point z ∈ Z
such that dim OX,z = dimZ. Given this, we have:

dimZ = dim OX,z = dim OY,f(z) + dim OXf(z),z.

where the second equality follows from (6.5.1) and the flatness of f . But now, since
f is equidimensional and z is a closed point of Xf(z), we see, using (6.4.5), that

dim OXf(z),z = dimzXf(z) = r.

Since Y is equicodimensional, we have dim OY,f(z) = dimY . From these identities,
one implication follows.

For the second implication, choose x ∈ X and let y = f(x). Then, by part (3)
of (6.5.1), we have, for every irreducible component W of X containing x,

dimxWy = tr degk(υ) k(ω) = dimW − dimY = r

where υ is the generic point of Y and ω is the generic point of W . The second
equality follows from (6.6.3). Now the implication we seek results from part (2) of
[NS, 6.4 ]. �



CHAPTER 7

Algebraic Varieties

chap:algv
1. First Properties

Definition 7.1.1. Let X be an algebraic variety over a field k, and let K/k be
a field extension. Then, we denote by XK the base change X ×Spec k SpecK. This
is an algebraic variety over K since both separated morphisms and morphisms of
finite type are stable under base change. We denote by X(K) the set of K-valued
points HomSchk(SpecK,X).

An algebraic variety Y over K is said to be defined over k if Y = XK , for some
algebraic variety X over k.

algv-preimage-of-point Proposition 7.1.2. Let X be an algebraic variety over k, and let K = k be
the algebraic closure of k. Fix a point y ∈ X, and let p : XK → X be the natural
projection.

(1) The closed points of X are dense in X.
(2) k(y) is an algebraic extension of k if and only if y is a closed point.
(3) If y is closed, there is a natural bijection between p−1(y) and the number

of k-embeddings of k(y) in K. In particular, ]p−1(y) = [k(y)sep : k], where
k(y)sep/k is the largest separable sub-extension of k(y)/k.

Proof. (1) Follows from the fact that X is Jacobson (6.2.5).
(2) By (??), y is closed in X if and only if it’s closed in some affine neigh-

borhood U = SpecR. So we can assume X is affine. In this case, y
corresponds to some prime P ⊂ R, and is closed if and only if P is maxi-
mal, if and only if dimR/P = 0, if and only if tr degkK(R/P ) = 0.

(3) Suppose we’re given a k-embedding of k(y) in K. Then we have a mor-
phism SpecK → Spec k(y) of k-schemes, which in turn gives us a mor-
phism SpecK → X of k-schemes, whose image is {y}. By the universal
property of fiber products, this gives a morphism SpecK → XK , which
gives us a closed point of XK that maps to y. Conversely, suppose we
have a k-embedding k(y) ↪→ K. Then, for every x ∈ p−1(y), we have the
following diagram

K
∼=

> k(x)

k
∪

∧

> k(y)

p]x

∧

Note that the top arrow is an isomorphism by part (1), since K is alge-
braically closed and closed points pull back to closed points (??). Hence,

107
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we get a k-embedding of k(y) in K. These two processes are inverse to
each other, thus giving us our bijective correspondence.

�

algv-kbar-valued-points-morphisms Proposition 7.1.3. Let the notation be as in the Proposition above, and let
Y be another variety over k. Assume, in addition, that XK is reduced, and let
f, g : X → Y be two morphisms of k-schemes. If the induced maps f(K), g(K) :
X(K)→ Y (K) agree, then f = g.

Proof. We’ll show that the morphisms fK , gK : XK → YK are equal. That
is, we’ll show that the locus of agreement of f and g, h : Z → X is such that
hK : ZK → XK is isomorphic to 1XK (2.10.5). Given this, we claim that h is itself
isomorphic to 1XK .

To see this, first observe that X is also reduced. We can reduce to the case
where X = SpecR, for some k-algebra R, with R ⊗k K a reduced ring. Let a ∈ R
be a nilpotent element; then a must map to 0 in R ⊗k K. But K is flat over k,
and so a must have been 0 in R to begin with. Now, since X is reduced, it suffices
to show that the underlying topological space of Z is the whole space X. But for
this, just observe that Z = p(ZK) = p(XK) = X, where p : XK → X is the natural
projection.

It remains to show that fK = gK . Now,

X(K) = HomSchk(SpecK,X) = HomSchK (SpecK,XK) = XK(K).

Moreover, the set XK(K) is in bijective correspondence with the closed points
of XK : every morphism SpecK → XK corresponds to a point x ∈ XK , and
an isomorphism OXK ,x

∼=−→ K. Since K is algebraically closed, these correspond
precisely the closed points of X. So we might as well replace X and Y with XK

and YK , and k with K, and assume that we’re working with varieties over an
algebraically closed field.

Since f and g induce the same maps from X(k)→ X(k), we see that, for every
closed point x ∈ X, f(x) = g(x) = y, for some closed point y ∈ Y . In particular,
as maps of topological spaces, f and g agree on the dense subset of closed points,
and hence agree on all of X. To show that they agree as morphisms of schemes,
it suffices to consider the case where X = SpecA and Y = SpecB are affine, with
A reduced. Now, since B is finitely generated over k, there is a closed immersion
j : Y → Ank , for some n ∈ Z. Therefore, it’s enough to consider the case where we
have morphism f, g : SpecA → Ank . In this case, we see from (4.3.8) that f and
g are given by n-tuples of sections (s1, . . . , sn) and (s′1, . . . , s

′
n) of A. Moreover,

the fact that f and g induce the same maps X(k) → Ank (k) tells us that si ≡ s′i
(mod m), for all i and all maximal ideals m ⊂ A. But then si − s′i ∈ Jac(A), for
all i. Now, since A is Jacobson and reduced, we have Jac(A) = Nil(A) = 0, and so
si = s′i, for all i, which of course means that f = g. This finishes our proof. �

2. Normal Varieties

algv-normalization Proposition 7.2.1. Let X be an integral scheme, and let L/K(X) be an alge-
braic extension. Then the normalization π : X ′ → X exists. Moreover, if X is an
integral algebraic variety over a field k, then π is a finite morphism. Equivalently,
the category of algebraic varieties over a fixed field k is closed under the process of
normalization.
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Proof. Using the Fourfold Way and the universal property of normalization,
it suffices to construct it for the case where X = SpecA is affine. In this case, let
A′ ⊂ L be the integral closure of A in L, and let X ′ = SpecA′. There is a natural
integral morphism π′ : X ′ → X induced by the inclusion A ⊂ A′. Let’s verify that
this satisfies the necessary properties. The first one is verified immediately. For
the second, let f : Y → X be an integral morphism satisfying property (1); then,
Y = SpecB is also affine, and f is induced by an embedding A ⊂ B. Since B is
normal and B ⊂ L, we deduce that A′ ⊂ B, which gives us a morphism Y → X ′

via which f factors through π : X ′ → X.
The second assertion follows from [CA, 8.3.1 ]. �

3. Non-singular Curves

Definition 7.3.1. A non-singular curve over a field k is a one dimensional
regular variety over k.

varbas-normal-proper-curve-projective Theorem 7.3.2. Let C be a non-singular proper curve over k; then C is pro-
jective over k.

Proof. Let {Ui : 1 ≤ i ≤ n} be a finite affine open cover for C, and, for
1 ≤ i ≤ n, let Yi be an integral projective variety over k equipped with an open
immersion hi : Ui → Yi (to get such an immersion, take any morphism of Ui into a
projective variety, and look at its scheme theoretic image). By (??), we can extend
hi to a surjective morphism fi : X → Yi. Let f : X → Y , where Y = ×iYi be the
morphism with co-ordinates fi (here, the fiber product of the Yi is taken over k).
Let U =

⋂
i Ui; then, for every i, the following diagram commutes; moreover, the

outer square is cartesian.

U
(h1, . . . , hn)

> Y

X

f

>

>

Ui
∨ hi

>

>

Yi
∨

fi

>

Let Z → Y be the scheme-theoretic image of f ; then, by (2.5.5) it’s a reduced
and irreducible closed subscheme of Y , and is thus integral. Moreover, the induced
morphism g : X → Z is dominant and is hence surjective, since X is proper.
Observe now that the image of Z in Yi under the natural projection Y → Yi is all
of Yi, since the image of X in Yi is all of Yi. Therefore, we can decompose the map
hi into a composition of dominant morphisms Ui → X → Z → Yi. So, for x ∈ Ui,
by (2.3.6), we have a sequence of injections

OYi,hi(x) ↪→ OZ,g(x) ↪→ OX,x.

Now the composition here is just the map OYi,hi(x) → OUi,x, which is an isomor-
phism. Hence the map OZ,g(x) → OX,x is also an isomorphism. Since the Ui cover
X, and g is surjective, this implies that Z is also a non-singular curve. But now
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g : X → Z is a birational morphism between regular curves and is therefore an
isomorphism (??). �

4. Conjugation

Definition 7.4.1. Let σ ∈ Aut(K/k); then the conjugation map σX : XK →
XK is the morphism morphism

1X × ϕ : XK → XK ,

where ϕ : SpecK → SpecK is the morphism of k-schemes corresponding to σ−1 :
K → K.

It’s clear that if σ, τ ∈ Aut(K/k), then (στ)X = σXτX . Hence σ 7→ σX gives a
homomorphism from Aut(K/k) to AutSchk(XK). In particular, we have a natural
action of Aut(K/k) on XK . Moreover, if f : X → Y is a morphism of algebraic
varieties over k, then we claim that the following diagram commutes:

XK
σX

> XK

YK

fK

∨ σY
> YK

fK

∨

In fact, both routes from XK to YK are the same morphism: f × ϕ, where ϕ :
SpecK → SpecK is the morphism induced by the automorphism σ−1.

algv-algebraic-closure-conjugation Theorem 7.4.2. Let X be an algebraic variety over k, and let p : XK → X be
the natural projection, where K is algebraic over k. Then

(1) p is surjective and closed.
(2) Now, suppose in addition that either K is the algebraic closure of k, or

that K/k is a finite, Galois extension. For all x, y ∈ XK , p(x) = p(y) if
and only if x = σX(y), for some σ ∈ Aut(K/k). That is, for all z ∈ X,
p−1(z) is an orbit of Aut(K/k).

(3) With the hypotheses as in the last part, p has finite fibers and is also open.

Proof. If U ⊂ X is an open subscheme, then it’s easy to see that σX |p−1(U) =
σU . Therefore, since both things we have to prove are local (for the finite fibers
part, recall that XK is quasi-compact), we can assume that X = SpecA is affine.

(1) This follows immediately from the fact that the map ψ : A → A⊗k K is
injective and integral. See (2.8.3).

(2) Let P ⊂ A be a prime. Replacing A by k(P ), and A⊗k K by the fiber

(A⊗k K)⊗A k(P ) = k(P )⊗k K,
we can assume that A = k′ is a field. We have to show that Aut(K/k) acts
transitively on Spec(k′ ⊗k K). Let Q,Q′ ⊂ k′ ⊗k K be two primes. First,
suppose K/k is finite; and let x ∈ Q′. Let x̃ =

∏
σ∈Gal(K/k) σ(x); then x̃ is

fixed by everything in Gal(K/k), and so lies in k′ ∩Q′ = 0. In particular,
it also lies in Q, and so there is σ ∈ Gal(K/k) such that σ(x) ∈ Q. In
sum, we have Q′ ⊂

⋃
σ∈Gal(K/k) σ(Q), and so by prime avoidance, we find

that Q′ = σ(Q), for some σ ∈ Gal(K/k). Now suppose K = k, and let
Ω be a large extension field of k containing both the fields (k′ ⊗k K)/Q
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and (k′ ⊗k K)/Q′. Then we have two embeddings α, β of k in Ω arising
from the two natural maps of k into these two fields. Since both α(k) and
β(k) are the algebraic closures of k in Ω, it follows that α(k) = β(k), and
α = β ◦ σ, for some σ ∈ Aut(k/k). Therefore, we see that∑

i

ai ⊗ bi ∈ Q⇔
∑
i

ai ⊗ α(bi) = 0 ∈ Ω

⇔
∑
i

ai ⊗ β(σ(bi)) = 0 ∈ Ω

⇔
∑
i

ai ⊗ σ(bi) ∈ Q′,

which shows that (1⊗ σ)(Q) = Q′.
(3) Suppose P ⊂ A⊗k K is generated by f1, . . . , fr, with fi =

∑
j(f
′
ij ⊗ aij).

Let L = k[aij ]; then the subgroup of Aut(K/k) fixing L has finite index,
and is contained in the subgroup fixing P . Hence P has only finitely many
conjugates, showing that p has finite fibers.

Now suppose U ⊂ XK is an open subset. Then

U ′ =
⋃

σ∈Aut(K/k)

σ(U),

is also open. Moreover, p(U) = p(U ′); but U ′ = p−1(p(U)), and since
p(XK \ U ′) is closed, we see that p(U) = p(U) is open.

�

algv-k-valued-quotient-galois Corollary 7.4.3. With the hypotheses on K as in part (2) of the Proposition,
X is the topological quotient of XK under the action of Gal(K/k).

Proof. Follows immediately from parts (1) and (2) of the Proposition. �

Definition 7.4.4. Let X be an algebraic variety over k, and let L/k be an
extension of k. Then a closed point y ∈ X is L-rational if k(y) ∼= L.

algv-k-rational-points Corollary 7.4.5. With notation as above, if k is perfect, and x ∈ XK is a
closed point, then p(x) is k-rational if and only if x is fixed by all conjugations.

Proof. Note that by Theorem (7.4.2), to say that x is fixed by all conjugations
is equivalent to saying that p−1(p(x)) = {x}. We see Proposition (7.1.2) that
this can happen if and only if [k(p(x))sep : k] = 1. But since k is perfect, this is
equivalent to saying that [k(p(x)) : k] = 1, and hence that k(p(x)) ∼= k. �

algv-fiber-product-alg-closure Example 7.4.6. Let k = Q, and let K = Q (in fact, we can substitute
any perfect field for Q). Consider the K-scheme Z = SpecK ×Spec k SpecK =
Spec(K⊗kK). The ring K⊗kK is the direct limit of subrings of the form L⊗kK,
where L/k is a finite Galois extension. Hence we find that

Z = lim
←−

L/k finite Galois

Spec(L⊗k K).

But now W = SpecL is an algebraic variety over k, and so we can apply the results
of the last theorem to WK . We claim that WK is a finite, discrete space in one-to-
one correspondence with the finite group Gal(L/k). That it’s discrete follows from
the fact that L⊗kK is finite over K and is thus an artinian ring. We’ll first consider
the ring L⊗k L. For every σ ∈ Gal(L/k), we have a natural map L⊗k L→ L given
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by 1 ⊗ σ. Let Pσ denote the kernel of this map. We claim that σ 7→ Pσ gives a
one-to-one correspondence between Gal(L/k) and WL. Indeed, since the action of
Gal(L/k) is transitive by the Theorem, it suffices to show that P1 = Pσ if and only
if σ = 1. Now, for any σ ∈ Gal(L/k),

Pσ = {
∑
i

li ⊗mi :
∑
i

liσ(mi) = 0}.

Observe that for all l ∈ L, l⊗ l− l2⊗ 1 ∈ P1. Hence, if P1 = Pσ, then this will also
belong to Pσ, for every l ∈ L. But then lσ(l) = σ(l)2, and hence σ(l) = l, for every
l ∈ L. So, to prove our original claim, we should show that the natural projection
WK →WL is a bijection. By the Theorem, it suffices to show that it is an injection.
Since all the points in WL are closed and L-rational, this is accomplished by the
next Proposition (7.1.2).

So we find that the underlying topological space of Z is homeomorphic to
lim←−Gal(L/k), where the limit is taken over all finite Galois extensions of k. But
this space is precisely the pro-finite group Gal(K/k)! In sum, we’ve shown that as
topological spaces SpecQ×Spec Q SpecQ and Gal(Q/Q) are homeomorphic. Taking
the fiber product of two one-point spaces has given us an infinite space that’s not
very well understood at all!

algv-irreducible-connected-components Corollary 7.4.7. Let X be an algebraic variety over k, and let K/k be a finite
Galois extension or the algebraic closure of k, and let p : XK → X be the projection
morphism.

(1) If X is irreducible with generic point ξ, then p−1(ξ) is the set of generic
points of XK . In particular, Aut(K/k) acts transitively on the generic
points of XK .

(2) If X is connected, then Aut(K/k) acts transitively on the connected com-
ponents of XK .

Proof. (1) By the Theorem, it suffices to show that every generic point
of XK maps to the generic point of X. Since any automorphism must
preserve generic points, this will do it. First, suppose X = SpecA is
affine, where A has a unique minimal prime P . Then, XK = SpecB,
where B = A ⊗k K is integral over A, and contains A. For Q ⊂ B
minimal, B/Q is still integral over A/(A ∩Q), and so

dimA/(A ∩Q) = dimB/Q = dimB = dimA,

which shows that A ∩ Q is also minimal. This proves the statement for
the affine case. For the general case, X has a covering by finitely many
affines U1, . . . , Un, and every generic point in f−1(Ui) maps to the generic
point of Ui, which is of course also the generic point of X.

(2) Since XK is Noetherian, each of the connected components is both open
and closed. Since p is both open and closed as a morphism (the Theo-
rem tells us so), and X is connected, we find that p(X ′) = X, for each
connected component X ′ ⊂ XK . But now, if X1 and X2 are connected
components of XK , and y ∈ X1, then there is some y′ ∈ X2 such that
p(y) = p(y′). Hence, by the Theorem, there is some σ ∈ Aut(K/k) such
that σ(y) = y′; but then σ(X1) = X2. This finishes our proof.

�
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Here’s one consequence.

algv-geom-connected-k-rational Corollary 7.4.8. Suppose X is a connected variety over k. If X(k) 6= ∅, then
Xk is connected.

Proof. By the Corollary above, we know that Aut(K/k) acts transitively on
the connected components of XK , where K = k. Assume, for the moment, that
X = SpecA is affine, and let x ∈ X be a k-rational point (whose existence we’re
guaranteed by hypothesis), and consider the fiber XK ×X Spec k(x): this is just

Spec((A⊗k K)⊗A k(m)) = Spec((A⊗A k)⊗k K) = Spec(k ⊗k K) = SpecK.

Hence, this is one point space, which implies that XK has only one connected
component. Now, in the general case, take any connected component Y of XK ,
and an affine open U ⊂ Y , which contains a point in the preimage of x. Let
V = ∪σ∈Aut(K/k)σ(U): this is also an affine open of XK , but has only one con-
nected component, by the argument above. Hence XK also has only one connected
component. �

Example 7.4.9. This is definitely not true without the hypothesis that X(k) be
non-empty. For example, consider any Galois extension L/k, and let X = SpecL.
In this case, we see from Example (7.4.6) that XL is a discrete space (in bijection
with Gal(L/k) in fact), and hence heavily disconnected.

Back to conjugation: note that the morphism p : XK → X is a base change of
the morphism SpecK → Spec k, and so, by (4.3.5), we see that p is X-isomorphic
to the X-scheme Spec g∗K → X, where K is the quasi-coherent sheaf on Spec k
induced by K and g : X → k is the structure morphism. Hence it follows that
p∗OXK

∼= g∗K . So for every U ⊂ X, we have an isomorphism of rings

Γ (p−1(U),OXK ) ∼= Γ (U, g∗K ) = Γ (U,OX)⊗k K,

where the last equality follows from the sheaf axiom and the fact that it’s true
for affine opens U ⊂ X. Thus, for every U ⊂ X, Γ (U,OX) is a subring of
Γ (p−1(U),OXK ).

algv-k-topology-sheaf Proposition 7.4.10. Let the notation be as in Theorem (7.4.2), with K the
algebraic closure of k, and let U ⊂ X be an open subscheme.

(1) There is an isomorphism

Γ (U,OX)⊗k K → Γ (p−1(U),OXK ).

For all closed points x ∈ p−1(U), all s ∈ Γ (U,OX), and every σ ∈
Aut(K/k), we have

(∗) s(σX(x)) = σ(s(x)) ∈ K,

where we’re treating s as a section of OXK via the isomorphism above.
(2) Suppose XK is reduced, and k is perfect; then the elements of the subring

Γ (U,OX) are precisely the ones that satisfy condition (∗) given above.

Proof. Note that the existence of the isomorphism was proved in the discus-
sion right above. Also, in the equation (∗), we’re implicitly using the Nullstellensatz
to ensure that the residue fields at closed points in XK is K.
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(1) This question is local, so we can assume X = U = SpecR is affine.
Suppose m ⊂ R ⊗k K is a maximal ideal corresponding to a closed point
x ∈ XK . Then, we observe that

σX(x) =
[
(1⊗ σ−1)−1([m])

]
= [(1⊗ σ)(m)] .

So to say that s(σX(x)) = σ(s(x)), for some s ∈ R, is precisely to say that

s (mod (1⊗ σ)(m)) = σ(s (mod m)) ∈ K.

Now, suppose s = a + m, with a ∈ K(this is actually 1 ⊗ a) and m ∈ m;
then we have

s = (1⊗ σ)(s) = σ(a) + (1⊗ σ)(m),

and so we have our result.
(2) Now, suppose R ⊗k K is reduced; then since K is Jacobson, we see that

Jac(R ⊗k K) = 0. Moreover, since k is perfect, K/k is Galois, and so k
is the fixed field of Aut(K/k) = Gal(K/k). Suppose (∗) holds for some
element s ∈ R ⊗k K. By the argument in the previous part, given a
maximal ideal m ⊂ R⊗k K, we have

σ(s (mod m)) = (1⊗ σ)(s) (mod (1⊗ σ)(m)).

So if (∗) holds, then for all maximal ideals m, we have (by replacing m
with (1 + σ)(m)) that s − (1 ⊗ σ)(s) ∈ m. Since the Jacobson radical
is 0, this implies that s = (1 ⊗ σ)(s), for all σ ∈ Gal(K/k). But then
s ∈ (R⊗k K)Gal(K/k) = R.

�

Definition 7.4.11. Let K/k be a field extension, and let Y be an algebraic
variety over K equipped with an action by Aut(K/k), which satisfies the constraint
that, for every σ ∈ Aut(K/k), the following diagram commutes:

Y
σ̃

> Y

SpecK
∨ ϕσ

> SpecK,
∨

where ϕσ is the morphism induced by the automorphism σ−1 of K/k.
The k-topology on Y is the set of Aut(K/k)-invariant open subsets of Y .
Suppose now that K = k. Y is said to have a k-structure if there is an action

of Aut(K/k) on Y , and there is a subsheaf G of OY in the k-topology, such that,
for all open sets U in the k-topology, we have

Γ (U,G )⊗k K ∼= Γ (U,OY ),

and Γ (U,G ) ⊂ Γ (U,OY )AutK/k.

algv-recovering-from-base-change Theorem 7.4.12. Let k be a field, and let K/k be the algebraic closure of k.
Suppose Y is an algebraic variety over K.

(1) Suppose Y has a k-structure; then there is a variety Y0 over k such that
Y = (Y0)K , and the induced k-structure agrees with the inherent one.
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(2) If Y is reduced and k is perfect, then giving a k-structure is equivalent to
simply giving an action of Gal(K/k) on Y . In this case, the variety Y0 is
determined uniquely.

(3) Let k be perfect, and let Y and Y ′ be two reduced varieties over K with
k-structures. Then, to give a k-morphism Y0 → Y ′0 is equivalent to giving
a Gal(K/k)-equivariant K-morphism Y → Y ′. In particular, the category
of reduced varieties over K with k-structures and Gal(K/k)-equivariant
morphisms is equivalent to the category of reduced varieties over k.

Proof. (1) The underlying topological space of Y0 is the quotient space
of Y by the action of Aut(K/k). We give Y0 the structure of a ringed
space by setting, for each Aut(K/k)-invariant open set U ⊂ Y ,

Γ (p(U),OY0) = Γ (U,G ),

where p : Y → Y0 is the quotient map. To see that this actually gives us
the structure of a k-scheme on Y0, it’s enough to consider the case where
Y = SpecS is affine. We’ll show that in this case Y0 = SpecΓ (Y,G ). First
note that the map Γ (Y,G ) → Γ (Y,OY ) induces a morphism of schemes
p′ : Y → SpecΓ (Y,G ). Since S is integral over Γ (Y,G ), this morphism is
surjective and closed. To show that Y0 is homeomorphic to SpecΓ (Y,G ),
it suffices to show that the fibers of p′ are precisely the orbits of Aut(K/k).
Let X = SpecΓ (Y,G ); then we find that Y = X ×k K. It’s enough to
show that the induced action by Aut(K/k) via this decomposition is the
same as the original action; for the result will then follow from Theorem
(7.4.2). Let σ ∈ Aut(K/k), and denote its original action on Y by the
automorphism σ̃ : S → S. Since σ̃ fixes Γ (Y,G ), we obtain immediately
that σ̃ = 1 ⊗ σ−1 (recall that the action of σ̃ on K is via σ−1) So it’s
enough to show that Aut(K/k) fixes Γ (Y,G ).

(2) Proposition (7.4.10) tells us that Γ (Y,G ), and hence the scheme structure
on Y0, is completely determined by the action of Gal(K/k).

(3) We showed earlier that a morphism f : X → X ′ induces a Gal(K/k)-
equivariant morphism fK : XK → X ′K . Conversely, if we have a Gal(K/k)-
equivariant morphism g : Y → Y ′, then it clearly induces a continuous
map g0 : Y0 → Y ′0 . It suffices to prove that g](OY ′0 ) ⊂ g∗OY0 . For this we
will take U ⊂ Y ′0 open and show that, for every s ∈ Γ (U,OY ′0 ), s′ = g]U (s)
satisfies condition (∗). Indeed, let y ∈ U be a closed point; then so is
g(y) ∈ U ′, and we have

σ(s′(y)) = σ(s(g(y))) = s(σY ′0 (g(y))) = s(g(σY0(y))) = s′(σY0(y)).

This finishes our proof.
�

Example 7.4.13 (Make more precise). Let k = R, X = SpecR[x, y]/(x2 +y2−
1); then K = C and XC is a plane conic with two points at infinity. Gal(C/R) =
Z/2Z acts on XC via conjugation. Now, C[x, y]/(x2 + y2 − 1) is clearly a domain
of dimension 1, and so all its points (except for the generic point) are closed,
corresponding to maximal ideals of the form (x − z, y − w), with z2 + w2 = 1. If
(z, w) /∈ R2, consider the line in A2

C containing (z, w) and (z, w): this is cut out by
the ideal (−=(w)x + =(z)y + (=(w)z − =(z)w)). Let α = − =(w)

=(w)z−=(z)w , and let
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β = =(z)
=(w)z−=(z)w . Then the C-rational point in X corresponding to this conjugate

pair is the maximal ideal (αx+ βy − 1) (it is certainly maximal, and its extension
splits into the maximal ideals of each of the conjugates).

Now, note that XC is homeomorphic to the punctured complex plane, while
X is homeomorphic to the punctured disc, via the map (α, β) 7→ (x − α, y − β) if
α2 + β2 = 1, and (α, β) 7→ (αx+ βy − 1) if α2 + β2 < 1.

Going back to XC, note that its projective closure Y is a non-singular projective
plane conic, which is isomorphic to P1

C. The argument above can be extended to
show that Y0 = ProjR[x, y, z]/(x2+y2−z2). Of course, it’s also true that ifX ′ = P1

C,
then X ′C

∼= P1
C. This gives us two non-isomorphic R-varieties that extend to the

same complex variety! But what happened to the uniqueness promised us in the
Theorem? The point is that the the conjugation action on Y , and the conjugation
action on X ′C are entirely different. The first one flips the two constituents of the
standard affine open cover on P1

C, while the second one doesn’t.

5. Behavior under Base Change

Definition 7.5.1. If P is a property of schemes (say, reducedness or integrality,
for example), then X is geometrically P if Xk has property P .

The next technical lemma will be very useful in the study of the behavior of
algebraic varieties under base change.

algv-closed-subschemes-base-change Lemma 7.5.2. Let X be an algebraic variety over k, and let K be an algebraic
extension of k. Suppose Z ⊂ XK is a reduced, closed subscheme. Then, there exists
a finite extension K ′ ⊃ K and a unique reduced closed subscheme W ⊂ XK′ such
that WK = Z.

Proof. First assume X = SpecA is an affine algebraic variety, and let Z ⊂
XK correspond to some radical ideal I ⊂ A ⊗k K. Suppose I = (f1, . . . , fr),
and let K ′/k be the extension of k generated by the coefficients of the fi (i.e. if
fi =

∑
j(f
′
ij ⊗ aij), then let K ′ = k[aij ]). Let W ⊂ XK′ be the closed subscheme

cut out by I ′ = (f1, . . . , fr) ⊂ A ⊗k K ′. Then it’s clear that WK = Z. Moreover,
since the underlying topological space of W is the image of Z under the morphism
XK → XK′ , the uniqueness of W follows from its reducedness.

For the general case, suppose X has a covering by finitely many affine opens
{Ui}. Let K ′/k be a finite extension, such that, for each i, Wi ⊂ (Ui)K′ is the
unique reduced closed subscheme such that (Wi)K = Z∩ (Ui)K . By the uniqueness
condition, and the separatedness of X, it follows that we can glue together the Wi

to obtain a reduced closed subscheme W ⊂ XK′ such that WK = Z. �

algv-universally-p-finite-extension-p Proposition 7.5.3. Let X be an algebraic variety over k. Let P be a property
of varieties, where P is one of: reduced, connected, irreducible and integral. Then
the following are equivalent:

(1) X is universally P .
(2) For every finite extension K/k, XK is P .

Proof. (1)⇒ (2): Connectedness and irreducibility follow immediately
since XK is the image of Xk under the natural morphism p : Xk → XK .
It suffices to prove the statement for the case where P is reducedness,
since the statement for integrality will follow from this combined with the
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one for irreducibility. But this follows immediately from the fact, that for
every open set U ⊂ XK , the ring Γ (U,OXK ) injects into Γ (p−1(U),OXk)
(7.4.10).

(2)⇒ (1): We’ll do reducedness first. For this, we can assume that X =
SpecA is affine. Suppose A⊗kk has a nilpotent element s; then in fact this
nilpotent element will also live in a finite extension of k, by the argument
of the Lemma. Hence if XK is reduced for every finite extension K/k,
then it’s geometrically reduced.

Now we turn to connectedness: for this, we use the criterion from
(1.5.7). According to this criterion, it suffices to show that Γ (Xk,OXk)
has no idempotents. But if this contains an idempotent, then we can
find a finite extension K/k such that the ring of global sections of XK

also contains an idempotent (as always, just adjoin the coefficients of the
idempotent).

Finally, we get to irreducibility. Let Z be an irreducible component
of Xk equipped with the reduced induced subscheme structure; then we
can find a finite extension K/k, and a unique reduced closed subscheme
W ⊂ XK such that Wk = Z (Lemma (7.5.2) makes this possible). By
(7.4.7), every generic point of Xk maps to the generic point of XK , which
is irreducible, by hypothesis. In particular, this means that W , which is
the image of Z, contains the generic point of XK . But then W = XK ,
and hence Z = Wk = Xk.

�

algv-purely-inseparable-homeomorphism Proposition 7.5.4. Let X be an algebraic variety over k.
(1) If K/k is a purely inseparable extension, then the projection p : XK → X

is a homeomorphism.
(2) Let ksep be the separable closure of k in k. Then X is geometrically con-

nected (resp. irreducible) if and only if Xksep is connected (resp. irre-
ducible).

Proof. (1) First, suppose K = k[t]/(tq − a), for some a /∈ kq, where
q = char k. We can assume that X = SpecA is affine; let P ⊂ A be a
prime. We want to show that K ⊗k k(P ) has only one prime. Now, this
tensor product looks like k(P )[t]/(tq − a); so it suffices to show that, for
any field L over k, the ring L[t]/(tq − a) has a solitary prime. Indeed, let
λ ∈ L be such that λq = a. Then

L[t]/(tq − a) ↪→ L[t]/(t− λ)q

is an integral inclusion and thus induces a surjective map of ring spectra.
But the ring on the right quite clearly has only one prime ideal (it’s the
prime (t− λ)).

Now, if K/k is a finite purely inseparable extension, then by repeating
the above step finitely many times, we find that p : XK → X is injective.

Let K/k be any purely inseparable extension; then K ⊗k k(P ) is the
direct limit of the rings L ⊗k k(P ), where L ⊂ K ranges over the finite
subextensions of K. This tells us that, topologically, Spec(K ⊗k k(P ))
is the inverse limit of the one point spaces Spec(L ⊗k k(P )), and is thus
itself a one point space, which is what we wanted to show: the fact that p
is a homeomorphism follows immediately from this via Theorem (7.4.2).
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(2) Suppose Xksep is connected (resp. irreducible), then, by the previous
part, Xk is homeomorphic to Xksep and is thus also connected (resp. irre-
ducible). Conversely, if X is geometrically connected (resp. irreducible),
then the same argument as in the proof of the first implication of the last
Proposition gives us that Xksep is connected (resp. irreducible).

�

Example 7.5.5 (Reduced, yet not geometrically reduced). Taking inspiration
from the proof above, consider the field L = Fq(t)[u]/(uq − t): X = SpecL is a
reduced variety over Fq(t), but

XFq(t1/q) = Spec(Fq(t1/q)[u]/(u− t1/q)q)
is evidently not reduced. This is actually the simplest possible example of this
phenomenon; it can’t happen if the field k is perfect, as we’ll show very soon.

More generally, let K/k be any purely inseparable extension. Then X = SpecK
is reduced over k, but XK is not. To see this, simply observe that K ⊗k K is not
a domain, but has a solitary prime ideal, since its spectrum is homeomorphic to
SpecK, according to the last Proposition. Again, we needed k to be imperfect for
this to work.

Example 7.5.6 (Irreducible, but not geometrically irreducible). Let k be any
field of characteristic different from 2 such that k2 6= k. Let a ∈ k\k2, and consider
the projective variety

X = Proj k[x, y]/(x2 − ay2).
We claim that this is integral. It is connected (its ring of global sections is k) and
has only finitely many irreducible components; so it’s enough to show that its stalk
at every point is integral (1.6.5). Over the open subscheme X(x), the ring of global
sections is k[t]/(t2 − a−1), and over the open subscheme X(y), it’s k[u]/(u2 − a).
Since a is not a square, both of these are degree 2 extension fields of k, and so we
see that X is integral. But now, if K = k[

√
a], then

XK = ProjK[x, y]/(x2 − ay2) = Proj(K[x, y]/(x−
√
ay)(x+

√
ay)).

This is evidently not irreducible, since, for example,

(XK)(y) = Spec(K[u]/(u−
√
a)×K[w]/(w +

√
a))

is not connected and thus is not irreducible. Incidentally, if we consider Y =
Spec k[u]/(u2 − a), then this is an example of a connected variety that is not geo-
metrically connected.

algv-separable-reduced Proposition 7.5.7. Let X be a reduced variety over k.
(1) Let K/k be a separable extension; then XK is also reduced.
(2) If k is perfect, then X is reduced if and only if it is geometrically reduced.
(3) If char k = q > 0, and K = k−q

∞
is the perfect closure of k, then X is

geometrically reduced if and only if XK is reduced.

Proof. These are local questions; so we can assume X = SpecA is affine, for
some reduced finitely generated k-algebra A.

(1) Let {P1, . . . , Pn} be the minimal primes of A; then the natural map A→∏
iA/Pi is an injection. Hence, sine K is flat over k, we see that AK →∏
i(A/Pi)K is also an injection. So we can reduce to the case where A is

a domain, and since AK embeds in K(A)K , we can in fact assume that
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A = L is a field. Now, if L ⊗k k′ is reduced, for all finite subextensions
k′/k of K/k, then it’s clear that L ⊗k K will be reduced (use Lemma
(7.5.2)). So we can assume that K/k, in which case K = k[t]/(f(t)), for
some separable polynomial f(t) ∈ k[t]. Then, we find

L⊗k K = L[t]/(f(t))

is still reduced, since f(t) ∈ L[t] is still separable. For this, just observe
that L[t]/(f(t)) ↪→ L[t]/(f(t)), and the latter is clearly a reduced ring.

(2) If k is perfect, k is a separable extension of k, and we’re done by the last
part, and Proposition (7.5.3).

(3) X is geometrically reduced if and only if Xk is reduced if and only if XK

is reduced. This follows from the last part, and the fact that K is perfect.
�

Integral varieties are easier to handle.

algv-integral-varieties-base-change Proposition 7.5.8. Let X be an integral variety over a field k.
(1) For any extension K/k, XK is reduced (resp. integral) if and only if

K(X)⊗k K is reduced (resp. integral).





CHAPTER 8

Vector Bundles

chap:vect

1. Vector Bundles and Locally Free Sheaves
vect-vector-bundles

1.1. The Sheaf of Local Sections. LetX be a scheme. Recall from [NOS, 6.2 ]
the notion of a bundle section. We showed in [NOS, 6.3 ] that for every map
V → X we can form the associated sheaf of sections ΓV over X. If V → X is an X-
scheme, we impose the additional restriction that our sections must be morphisms
of schemes, we still get a sheaf, since being a morphism of schemes is again a local
property. We’ll call this SV/X , the associated sheaf of scheme-theoretic sections.

Definition 8.1.1. If A and B are two OX -algebras, then we define the
presheaf HomOX -alg(A ,B) to be given by the assignment

U 7→ HomOU -alg(A |U ,B|U ).

vect-bundle-sections-sheaf-hom Lemma 8.1.2. Let f : V → X be a scheme over X. Then we have a natural
isomorphism of sheaves of sets

SV/X
∼= HomOX-alg(f∗OV ,OX).

In particular, the presheaf on the right is in fact a sheaf.

Proof. Observe that, by definition, for an open set U ⊂ X, SV/X(U) is the
set HomSchU (U, f−1(U)). By (4.3.7), we have natural bijections

SV/X(U) ∼= HomSchU (U, f−1(U))
∼= HomOU -alg(f∗(OV |f−1(U)),OU )
∼= HomOU -alg((f∗OV )|U ,OU ).

This shows the isomorphism that we sought. Observe that the second bijection we
showed above follows from (4.3.7). �

We will now investigate the behavior of the sheaf of sections under base change.
Let g : V → X and f : Y → X be two X-schemes. Via base change, we obtain a
Y -scheme gY : VY = V ×X Y → Y . How is SVY /Y related to SV/X?

vect-local-sections-base-change Proposition 8.1.3. With the notation as in the discussion above, we have a
natural morphism

SV/X −→ f∗SVY /Y .

121
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Proof. For, given a local section s : U → g−1(U), we get a local section
s̃ : f−1(U)→ g−1(U)×U f−1(U) via the following base change diagram

f−1(U)
s̃
> g−1(U)×U f−1(U) > f−1(U)

U
∨ s

> g−1(U)
∨

g
> U
∨

Here we used the isomorphism

(f−1(U)×U g−1(U))×g−1(U) U ∼= f−1(U)×U U ∼= f−1(U).

The composition of the bottom row is the identity on U , and so the composition
of the top row will be the identity on f−1(U). We still have to check that this defines
a morphism of sheaves. For this, suppose V ⊂ U is another open set, and let s|V
be the restriction of s to V . Then it follows from the following fiber diagram that
s̃|f−1(V ) = s̃|V .

f−1(V ) > f−1(U)
s̃
> g−1(U)×U f−1(U)

V
∨

> U
∨ s

> g−1(U)
∨

�
vect-V-construction

1.2. The V-construction.

Definition 8.1.4. For any OX -module E , we set V(E ) → X to be the X-
scheme

Spec(Sym(E ))→ X.

vect-representability-glob-sym Lemma 8.1.5. For any OX-module E , and any X-scheme Y , we have a natural
bijection

HomOY (f∗E ,OY ) ∼= HomSchX (Y,V(E )).

In other words, the functor

SchopX → Ab

(f : Y → X) 7→ HomOY (f∗E ,OY ) ∼= Γ (Y, ˇf∗E )

is represented by the X-scheme V(E )→ X.

Proof. We have the following sequence of natural bijections

HomOY (f∗E ,OY ) ∼= HomOX (E , f∗OY )
∼= HomOX -alg(Sym(E ), f∗OY )
∼= HomSchX (Y,V(E )),

where the second bijection follows from [RS, ?? ], and the third, from (4.3.7). �
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vect-morphisms-into-affine-n-space Example 8.1.6. Take E = On
X in the above lemma. Then we find that HomSchX (Y,AnX)

is in natural bijection with Γ (Y,On
Y ). More descriptively, given an n-tuple of global

sections (s1, . . . , sn) over Y , we get a natural map Γ (X,OX)n → Γ (Y,OY ), which
gives a morphism On

X → f∗OY , and thus induces a morphism Y → AnX .

1.3. Vector Bundles.

Definition 8.1.7. A vector bundle over a scheme X is an X-scheme f : V → X
satisfying the following conditions:

(1) There is an open cover {Ui} of X equipped with isomorphisms of X-
schemes

ρi : f−1(Ui)→ AnUi = AnZ ×Z Ui.

We call the Ui trivializing opens, and the collection {Ui, ρi} a trivializing
collection. Observe that the n need not be the same over all trivializing
opens.

(2) For any pair (i, j) of indices and any affine open SpecR ⊂ Ui ∩ Uj , the
horizontal map in this diagram

SpecR[x1, . . . , xn] > SpecR[x1, . . . , xn]

f−1(Ui ∩ Uj)

ρ−1
j

<

ρ−1
i

>

is induced by a linear isomorphism. That is, it’s induced by the assignment

xi 7→
∑
j

aijxj ,

for some aij ∈ R, so that A = (aij) is an invertible matrix over R. Observe
that we’ve used the isomorphism

A1
Z ×Z SpecR = Spec(Z[x1, . . . , xn]⊗R) = SpecR[x1, . . . , xn].

A morphism between two vector bundles f : V → X and g : W → X is a just
a morphism of X-schemes h : V →W .

vect-sheaf-of-local-sections Proposition 8.1.8. If f : V → X is a vector bundle over X, the associated
sheaf of scheme-theoretic sections SV/X(U) has a natural OX-module structure,
and is in fact a locally free sheaf.

Proof. Let U = SpecR ⊂ X be contained in a trivializing open set, and let
ρU : f−1(U) → AnR, be the trivialization of V on U . Using the Lemma above, we
get the isomorphisms:

SV/X(U) ∼= HomOU -alg((f∗OV )|U ,OU )
∼= HomOSpecR-alg(f∗OAnR ,OU )
∼= HomR-alg(R[x1, . . . , xn], R)
∼= HomR(Rn, R)
∼= Rn

which allows us to define a natural R-module structure on SV/X(U). Suppose U is
also contained in a different trivializing open, giving another trivialization ρ′U of V
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over U . We want to show that the two R-module structures induced on SV/X(U)
agree. For this, we must investigate how we got the isomorphism

HomR-alg(R[x1, . . . , xn], R) ∼= HomR(Rn, R),

in the first place. We can identifyR[x1, . . . , xn] with the symmetric algebra Sym(Rn),
and we have a natural isomorphism

HomR-alg(Sym(Rn), R) ∼= HomR(Rn, R),

which we get from the universal property of the symmetric algebra. In particular,
this gives the set on the left a natural R-module structure that’s independent of
the choice of basis for Rn. But, by the first condition in the definition of a vector
bundle, the two ’different’ R-module structures on SV/X(U) differ only by a linear
isomorphism ρ]

−1
U ◦ ρ

′]
U of Sym(Rn), which amounts only to a change of basis for

Rn. Thus, we see that the two R-module structures are in fact the same: there is
a natural R-module structure on SV/X(U) independent of choice of trivialization.

Since we can do this for every trivializing affine open in X, and since such affine
opens give us a basis for the topology on X, we can extend this to a OX -module
structure on SV/X in standard fashion. That this makes SV/X a locally free sheaf
follows from the proof above (over a trivializing SpecR it’s isomorphic to the sheaf
R̃n). �

Given a locally free sheaf E of rank n on X, we can consider the corresponding
affine morphism V(E )→ X. Observe that on any open set U over which E is free,
this is just the morphism Spec Sym(On

U )→ U . As we saw in Example (4.3.6), this
is just the morphism AnU → U , which depends only on the choice of isomorphism
φU : E |U → On

U . So on the intersection of two trivializing opens U ∩ V , we have
two morphisms AnU∩V → U ∩ V , and an isomorphism AnU∩V

∼=−→ AnU∩V induced by
the linear isomorphism φ−1

U ◦ φV . So we see V(E )→ X is indeed a vector bundle.

vect-sections-vect-dual-isomorph Lemma 8.1.9. If E is a locally free sheaf of finite rank on X, then we have a
natural isomorphism of OX-modules

Ě ∼= SV(E )/X .

Proof. For, by the (proof of ) Lemma (8.1.5) above, and by Lemma (8.1.2),
we have natural isomorphisms of sheaves

Ě ∼= HomOX (E ,OX) ∼= HomOX -alg(Sym(E ),OX)

= HomOX -alg(f∗OV(E ),OX)
∼= SV(E )/X

Now we will get the isomorphism we want, as long as we’ve shown that the compo-
sition of morphisms of sheaves above actually gives us a morphism of OX -modules.
But this we can do locally over an affine open U = SpecR, over which E is free,
and which, therefore, is a trivializing open for V(E ). Here, by the construction of
the module structure on SV(E )/X , we have isomorphisms of OU -modules

SV(E )/X |U ∼= HomOU -alg(f∗OV(E )|U ,OU )
∼= HomOU -alg(Sym(On

U ),OU )
∼= HomOU (On

U ,OU )
∼= HomOU (E |U ,OU ).
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This finishes the proof. �

vect-vect-bundles-base-change Lemma 8.1.10. Vector bundles are stable under base change.

Proof. Follows from the fact that AnU×U f−1(U) ∼= Anf−1(U), for any X-scheme
f : V → X, and any open subscheme U ⊂ X. �

vect-vect-bundles-locally-free-sheaves Theorem 8.1.11. The assignment F : E 7→ V(Ě ) gives an equivalence from
the category of locally free sheaves of finite rank over X to the category of vector
bundles of finite rank over X. The assignment G : (V → X) 7→ SV/X provides the
inverse functor.

Proof. It’s easy to see that both assignments are functorial. From Lemma
(8.1.9) above, we see that

GFE ∼= ˇ̌E ∼= E ,

by [RS, 3.6 ].
We also have

FG(V → X) ∼= (V( ˇSV/X)→ X)

Now, the functor (f : Y → X) 7→ Γ (Y, f∗SV/X) is represented by V( ˇSV/X),
where we’ve used (8.1.5) and the isomorphism

(f∗ ˇSV/X )̌ ∼= f∗ ˇ̌SV/X
∼= f∗SV/X ,

which we obtain from [RS, 3.6 ] and [RS, 3.5 ]. To show that g : V → X is
isomorphic to V( ˇSV/X) → X, by Yoneda’s Lemma, we only have to show that V
also represents the same functor. For this, observe that for any X-scheme f : Y →
X, we have

HomSchX(Y, V ) ∼= HomSchY (Y, V ×X Y )
∼= Γ (Y,SVY /Y ),

where VY → Y is the base change of V → X along Y → X. So to finish our proof,
it suffices to show that

f∗SV/X
∼= SVY /Y .

Now, we have a natural morphism (see (8.1.3))

SV/X → f∗SVY /Y .

This gives us a natural morphism

f∗SV/X → SVY /Y .

Locally, this is an isomorphism, since both sides are locally free OY -modules of the
same local rank (note that VY → Y is also a vector bundle by the last Lemma).
This finishes our proof. �

Definition 8.1.12. A vector bundle V → X is trivial if it’s isomorphic to the
bundle AnX → X.

vect-trivial-vector-bundle Corollary 8.1.13. A vector bundle V → X is trivial if and only if SV/X
∼=

On
X , for some n.
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Proof. Follows immediately from the Theorem, by observing that SAnX/X
∼=

On
X . To get this isomorphism, it’s enough to show that SAnZ / Spec Z ∼= Zn, since
AnX ∼= AnZ ×Z X. Now, since SpecZ is Noetherian and SAnZ / Spec Z is locally free of
finite rank, it’s in particular quasi-coherent, and so is completely determined by its
module of global sections. But this consists precisely of the ring homomorphisms

Z[x1, . . . , xn] −→ Z,
which, as we saw earlier, are in one-to-one correspondence with the group Zn. �

1.4. Examples of Vector Bundles. After all this heavy categorical theory,
one can still legitimately ask: What exactly does a vector bundle look like? Observe
that over any Noetherian affine scheme SpecR, a locally free sheaf, being coherent
(see 4.1.6), is of the form M̃ for some locally free (and hence projective) R-module
M . If R is a PID, then every finitely generated projective module is free, and so
every vector bundle over SpecR is trivial.

1.4.1. A Baby Example. Let’s do a baby example of the case where R isn’t a
PID. Take R = Z/6Z; then SpecR is a discrete set with 2 points, (2) and (3). Now,
Z/2Z and Z/3Z are both PIDs (fields, in fact), and so every vector bundle over
them is trivial. Since {{(2)}, {(3)}} is an open cover for SpecR with no common
intersection, we see that every vector bundle over SpecR corresponds to a map of
rings

Z/6Z −→ Z/2Z[x1, . . . , xn]× Z/3Z[y1, . . . , ym].
This corresponds to the projective module (Z/2Z)n⊕(Z/3Z)m. Note that if n = m,
then we get the trivial bundle AnR → SpecR, which corresponds to the fact that the
sheaf of local sections is now Rn. Also observe that the rank of this vector bundle
need not be constant (in fact, if it is constant, then it’s trivial!). This is because
our scheme is very disconnected.

1.4.2. The Tangent Bundle of the Sphere. Now, let R = k[x1, . . . , xn]/(
∑
i x

2
i −

1); when k = R, this is the co-ordinate ring of the n − 1-sphere. Now, we have a
short exact sequence

0 −→ T −→ Rn
φ−→ R −→ 0,

where φ : Rn → R is the map (a1, . . . , an) 7→
∑
i xiai. The map is surjective,

because φ(x1, . . . , xn) = 1. Now, since R is free, this sequence splits, and we can
give the splitting map explicitly by sending b ∈ R to (x1b, . . . , xnb). In particular,
T ⊕R ∼= Rn+1, and so T is a projective R-module.

As an aside, this process is quite general: whenever we have a set of elements
{x1, . . . , xn} ⊂ R (where R is any ring), generating the unit ideal, we have an exact
sequence of the above form, and the kernel will be a projective R-module, which
will become free when localized at any of the xi.

1.4.3. Vector Bundles over P1
C. See the definition of the P1

C in 3.2.8. We get
this by gluing together two copies of A1

C along the open set SpecC[z, z−1] via the
isomorphism z 7→ z−1. Since C[z] is a PID, any vector bundle over A1

C is trivial.
So any vector bundle over P1

C is obtained by gluing together two copies of AnC (one
over each copy of the affine line) along a suitable isomorphism. What this means
is that we take a free sheaf C̃[z]n over each affine line and glue together the two
copies along some linear automorphism of C[z, z−1]n.



CHAPTER 9

Quasi-coherent Cohomology over Schemes

chap:cohom
In this chapter we investigate the cohomology of quasi-coherent sheaves over

affine schemes. For details on the derived functor approach see [HA, 7 ].

1. Cohomology of Sheaves over a Scheme

Definition 9.1.1. For a scheme X, a closed subscheme Z ⊂ X, and an OX -
module M , the nth cohomology of X with local support Z and coefficients in M is
the group Hn

Z(X,M ), where we are thinking of X as a ringed space.
If Z = X, then we denote Hn

X(X,M ) simply as Hn(X,M ) and call it the nth

cohomology of X with coefficients in M ; or more colloquially the nth cohomology
of M .

Observe that H•Z(X, ) : OX -mod→ Ab is a universal δ-functor, since it is the
right derived functor of the sections with local support functor ΓZ(X, ).

Remark 9.1.2. If X is a scheme over an affine scheme SpecR, then the coho-
mology groups defined above are in fact R-modules.

The most crucial step in the actual computation of the cohomology of quasi-
coherent sheaves over schemes is the fact that it is trivial over affine schemes. This,
using [HA, 7.5.4 ], lets us compute cohomology using Čech complexes. For now,
we’ll only prove this vanishing statement for Noetherian affine schemes, though it
is valid for all affine schemes. What we will show is that the functor M 7→ M̃ from
R-mod to OX -mod takes injective modules to flabby (and hence ΓZ(X, )-acyclic)
sheaves. Before that we need two preliminary lemmas.

cohom-injective-loc-supp-injective Lemma 9.1.3. Let R be a Noetherian ring, let I be an injective R-module, and
let a ⊂ R be an ideal; then Γa(I) is also injective.

Proof. Let J ⊂ R be an ideal, and let ϕ : J → Γa(I) be a homomorphism.
Since J is finitely generated, there exists n ≥ 0 such that anϕ(J) = 0; therefore ϕ
factors through J/anJ , for n large enough. By Artin-Rees [CA, 2.2.7 ], am ∩ J ⊂
anJ , for m large enough. Therefore, ϕ in fact factors through J/(am ∩ J). Hence

127



128 9. QUASI-COHERENT COHOMOLOGY OVER SCHEMES

we have the following picture:

R > R/am

J
∪

∧

> J/(am ∩ J)
∪

∧

Γa(I) ⊂ >

.........................................................>>

ϕ

>

I

ψ

...........................................................................>

where the dotted map ψ is an extension of the map from J/(an ∩J) to I. It’s clear
now that imψ lies in Γa(I), and hence that the composition of ψ with the natural
map A→ A/an is a lifting of ϕ. Thus Γa(I) is injective. �

cohom-injective-principal-loc-flabby Lemma 9.1.4. Let R be a Noetherian ring, and let I be an injective R-module;
then, for every f ∈ R, the natural map I → If is surjective.

Proof. Let an = ann(fn); then since R is Noetherian, we see that an = am,
for all n,m large enough. Pick a/fr ∈ If , where a ∈ I, and r ≥ 0; we want to show
that that a/fr = b/1, for some b ∈ I. Equivalently, we want to show that there
exist b ∈ I and m ∈ N such that fma = fm+rb. For this, choose m so large that
am = am+s, for all s ≥ 0, and define a map (fm+r)→ I by fm+r 7→ fma. Observe
that ann(fm+r) = am+r = am acts trivially on fma. Hence this map is well-defined.
Since I is injective, it extends to a map ψ : R → I such that fm+rψ(1) = fma;
now let b = ψ(1), to finish the proof. �

cohom-injective-tilde-flabby Proposition 9.1.5. Let X = SpecR be a Noetherian affine scheme, and let I
be an injective R-module; then Ĩ is a flabby sheaf.

Proof. We use Noetherian induction; so suppose Z ⊂ X is a closed subset,
and suppose that, for all injective sheaves J over X with Supp J contained in
some proper closed subset of Z, J is flasque. We wish to show that every injective
sheaf I with support Z is flasque. Let U ⊂ X be an open subscheme; we want
to show that Γ (X,I )→ Γ (U,I ) is a surjective map. If Z ∩ U = ∅, then there is
nothing to prove; so assume that Z ∩ U 6= ∅.

Now, if Y = X\Xf , where Xf ⊂ U and Xf∩Z 6= ∅, then SuppH0
Y (I ) = Y ∩Z

is a proper closed subset of Z. We see from (4.3.15) that H0
Y (I ) ∼= Γ̃(f)(I), where I

is the injective R-module satisfying Ĩ ∼= I . Thus, by (9.1.3), H0
Y (I ) is an injective

sheaf over X, and is therefore flabby, by our induction hypothesis.
We have the following diagram:

0 > ΓY (X,I ) > Γ (X,I ) > Γ (Xf ,I )

0 > ΓY ∩U (U,I )
∨

> Γ (U,I )
∨

> Γ (Xf ,I )

wwwwwwwww
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The vertical map on the left is surjective since H0
Y (I ) is flabby, and the map from

Γ (X,I ) to Γ (Xf ,I ) is surjective, by (9.1.4). Thus, by a diagram chase, we see
that the vertical arrow in the middle is also surjective, which is exactly what we
wanted. �

In algebraic geometry, we are mostly concerned with quasi-coherent sheaves and
their cohomology. The next Proposition will tell us that we need not go outside
the category of quasi-coherent OX -sheaves for our cohomological computations.

cohom-quasi-coherent-injectives Proposition 9.1.6. Let X be a Noetherian scheme.
(1) OX-qcoh has enough injective.
(2) For every injective object I ∈ OX-qcoh and every open subscheme U ⊂ X,

I |U is injective in OU -qcoh.
(3) Every injective sheaf in OX-qcoh is flabby.

Proof. For assertion (1), first observe that, for any Noetherian affine scheme
Y = SpecR and any injective R-module I, Ĩ is an injective object in OY -qcoh.
This follows trivially from the fact that ∼ induces an isomorphism of categories
between R-mod and OY -qcoh. Now, if X is any Noetherian scheme, then we can
cover X by finitely many affine opens U1, . . . , Un. Pick F ∈ X-qcoh, and, for each
j, let Ij be an injective object in OUj -qcoh such that there is a monomorphism
F |Uj → Ij . Let fj : Uj → X be the inclusion map and set

I =
n⊕
j=1

(fj)∗Ij .

Then there is an induced monomorphism F → I . We claim that I is injective in
OX -qcoh. Indeed, for any OX -module M , we have a natural isomorphism

HomOX (M ,I ) ∼=
n⊕
j=1

HomOUj
(M |Uj ,Ij)

The functor on the right hand side is clearly exact, which shows that I is in fact
injective in OX -qcoh.

Now, we move on to (2). Here it suffices to show that every morphism from a
coherent ideal sheaf J ⊂ OU to I |U extends to one from OU to I |U . For this,
we use (4.2.20) to find a coherent ideal sheaf K ⊂ OX such that K |U ∼= J .

Note that assertion (3) is true in the affine case, by (9.1.5). In the general case,
it follows at once from (2) and [HA, 7.1.8 ]. �

cohom-quasi-coherent-cohomology Proposition 9.1.7. Let X be a Noetherian scheme, and let Z ⊂ X be a closed
subscheme. Consider the functor

ΓZ(X, ) : OX-qcoh→ Ab .

The right derived functors of ΓZ(X, ) are naturally equivalent to the cohomology
functors on X. That is, for every quasi-coherent sheaf F ∈ OX-qcoh, and every
n ≥ 0, we have a natural isomorphism

Rn(ΓZ(X, ))(F ) ∼= Hn
Z(X,F ).

Proof. Follows immediately from (9.1.6), since injectives in OX -qcoh are
flabby in Shf(X,Ab). �
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cohom-quasi-coherent-acyclic Corollary 9.1.8. Let X = SpecR be a Noetherian affine scheme. Then, for
every quasi-coherent OX-module M , and all n > 0, we have

Hn(X,M ) = 0.

Proof. This follows immediately from the Proposition above, and the fact
that Γ (X, ) is an exact functor from OX -qcoh to Ab (4.1.5). �

cohom-quasi-coherent-cech Corollary 9.1.9. Let X be a separated Noetherian scheme, and let V be any
affine open cover of X; then, for every quasi-coherent sheaf F over X, we have a
natural isomorphism:

H•(X,F ) ∼= Ȟ•(V,F ),

where Ȟ•(V,F ) denotes the Čech cohomology of F .

Proof. Follows from (9.1.8) and [HA, 7.5.4 ]. �

2. Serre’s Criterion for Affineness

We are now ready to present the long awaited cohomological criterion for affine-
ness. After that we’ll give some immediate applications of the criterion.

cohom-cohomological-criterion-affineness Theorem 9.2.1 (Cohomological Affineness Criterion). The following are equiv-
alent for a Noetherian scheme X:

(1) X is affine.
(2) Every quasi-coherent OX-module is Γ (X, )-acyclic.
(3) For every coherent OX-module F , we have

H1(X,F ) = 0.

(4) For every quasi-coherent ideal sheaf I ⊂ OX , we have

H1(X,I ) = 0.

Proof. Observe that (2) ⇒ (3) ⇒ (4) follows trivially, and that (1) ⇒ (2)
is (9.1.8). So it suffices to show (4) ⇒ (1). For this we’ll use our old criterion
for affineness from (1.4.3). To apply this criterion, we need to find a finite affine
open cover {Xfi : fi ∈ Γ (X,OX)} such that (f1, . . . , fn) is the unit ideal of
A := Γ (X,OX).

First let x ∈ X be a closed point, and let Y be a closed subscheme of X
associated to the closed subspace X \ U , where U is an affine neighborhood of x.
Let Ix,IY be the ideal sheaves corresponding to x and Y , respectively. Consider
the exact sequence

0→ Ix ∩IY → IY → IY /
(
Ix ∩IY

)
→ 0.

Since x /∈ Y , we find that IY /
(
Ix ∩IY

)
is just the skyscraper sheaf Skyx(k(x))

(this is local, so we can assume that everything in sight is affine; in this case, the
statement is obvious). If we now look at the long exact sequence of cohomology
associated to this sequence, we see that we have a surjection Γ (X,IY ) → k(x).
Hence we can find fx ∈ Γ (X,IY ) such that its image in k(x) is the identity. Now,
since fx vanishes on Y , we see that Xfx ⊂ U . Since it contains x, we see that we
have found an affine neighborhood of x of the form Xfx , for some fx ∈ A (we can
identify Γ (X,IY ) with an ideal in A).

Now, pick any point y ∈ X; then since X is Zariski {y} contains a closed point
x. Now, any open neighborhood of x will contain y, and so we see that the affine
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open cover {Xfx : x ∈ X closed} in fact covers X. Since X is quasi-compact, we
can pick finitely many neighborhoods Xf1 , . . . , Xfn to cover X. It now remains to
show that the unit ideal in A is generated by the fi.

Consider the morphism ϕ : On
X → OX given by the n-tuple (f1, . . . , fn). By

construction this is an epimorphism. Let F = kerϕ; we claim that H1(X,F ) = 0.
Indeed, consider a filtration on On

X given by

On
X ⊃ On−1

X ⊃ . . . ⊃ OX ⊃ 0,

for some appropriate choice of free subsheaves. This induces a filtration

F ∩ On
X ⊃ F ∩ On−1

X ⊃ . . . ⊃ F ∩ OX ⊃ 0

on F . Repeatedly using long exact sequences of cohomology and the fact that
F ∩ Or

X/F ∩ Or−1
X is isomorphic to an ideal sheaf of OX , for 1 ≤ r ≤ n, we see

that H1(X,F ) is indeed 0. Given this, we use the long exact sequence associated
to the exact sequence

0→ F → On
X → OX → 0

we conclude that the induced map Γ (X,On
X)→ A is a surjection, and thus the fi

do actually generate the unit ideal of A. �

cohom-affine-iff-reduction-affine Corollary 9.2.2. A Noetherian scheme X is affine if and only if each of its
irreducible components is affine when equipped with the reduced induced sub-scheme
structure. In particular, X is affine if and only if Xred is affine.

Proof. Only one direction requires proof.
We first reduce to the case where X is reduced; so suppose Xred is affine; we’ll

show that I is Γ (X, )-acyclic, for all coherent ideal sheaves I over X. By the
Theorem above, this says that X is affine. Indeed, let NX be the nilradical of
X; then, since X is Noetherian, there is s ∈ N such that N s

X = 0. Now, for any
coherent ideal sheaf I , we have a finite filtration

I ⊃ NXI ⊃ . . . ⊃ N s−1
X I ⊃ 0

where each quotient N i
XI /N i+1

X I is Γ (X, )-acyclic, since it’s a sheaf over
Xred (Observe that Xred and X have the same underlying topological space, and
that sheaf cohomology is a purely topological invariant). Now, we conclude from
[HA, ?? ] that I must also be Γ (X, )-acyclic.

Assume now that X is reduced and that each of its irreducible components,
call them X1, . . . , Xn, is affine. For k = 1, . . . , n, let Ik ⊂ OX be the prime ideal
sheaf associated to the component Xi. Since X is reduced, we have

∏
k Ik = 0.

Now, let F ∈ OX -coh be any coherent sheaf, and consider the filtration:

F ⊃ I1F ⊃ I1I2F ⊃ . . . (
n−1∏
k=1

Ik)F ⊃ 0

Now, for any OX -module G and any 1 ≤ k ≤ n, G /IkG can be considered as
a sheaf over Xk, since its support is contained entirely inside Xk. Since Xk is
affine, for all k, we see that the components of the graded sheaf associated to the
filtration on F are all Γ (X, )-acyclic. So, by [HA, ?? ] again, we find that F is
Γ (X, )-acyclic; therefore, X is affine by Serre’s criterion. �
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3. Higher Direct Images and Local, Global Ext

3.1. Higher Direct Images.

cohom-higher-dirimg-quasi-coherent Proposition 9.3.1. Let f : X → Y be a quasi-compact, separated morphism
of locally Noetherian schemes, and consider the direct image functor f∗ : X-qcoh→
Y -qcoh (observe that the direct image of a quasi-coherent sheaf under f is quasi-
coherent by (4.2.11)).

(1) The derived functors of f∗ agree with the higher direct images R•f∗ (the
notation is confusing, but the meaning should be clear; the higher direct
images are the derived functors of f∗ : Shf(X,Ab)→ Shf(Y,Ab)).

(2) For every quasi-coherent sheaf F ∈ X-qcoh, and for all i ≥ 0, Rif∗F is
also quasi-coherent over Y , and for U ⊂ X affine, we have

(Rif∗F )|U ∼= ˜Hi(f−1(U),F ).

Proof. Statement (1) follows immediately from the fact that an injective res-
olution in X-qcoh is flabby in Shf(X,Ab) (9.1.6). For (2), Rif∗F is tautologically
quasi-coherent; so it suffices to find Γ (U,Rif∗F ). For this, we use the Leray spec-
tral sequence [HA, 7.7.4 ], which gives us a natural monomorphism

Hi(f−1(U),F )→ H0(U,Ri(f |f−1(U))∗F ).

Since U is affine, the spectral sequence collapses to the vertical axis on the second
page. Thus the natural monomorphism is in fact an isomorphism. Now to finish
the proof, it suffices to show that we have a natural isomorphism:

(Rif∗F )|U ∼= Ri(f |f−1(U))∗F .

Consider the following commutative (up to natural isomorphism) diagram of func-
tors:

OX -qcoh
|f−1(U)

> Of−1(U)-qcoh

OY -qcoh

f∗

∨ |U
> OU -qcoh

(f |f−1(U))∗

∨

Restriction to an open sub-scheme is an exact functor and takes injectives to injec-
tives according to (9.1.6). Now the natural isomorphism that we need follows from
[HA, 3.6.7 ]. �

cohom-higher-dirimg-cech-cohomology Proposition 9.3.2. Let f : X → Y be a quasi-compact, separated morphism
between locally Noetherian schemes, and let F be a quasi-coherent sheaf over X.
Let V = {Vi : i ∈ I} be an affine open cover for X, and let C•(V,F ) be the Čech
resolution of F . Then, for each i ≥ 0, we have a natural isomorphism

Rif∗F ∼= Hi(f∗C•(V,F )).

Proof. If U ⊂ Y is open, then we have

(Rif∗F )|U ∼= Ri(f∗|f−1(U))(F |f−1(U)),

and

Hi(f∗C•(V,F ))|U ∼= Hi((f |f−1(U))∗(C
•(V ∩ f−1(U),F |f−1U )).
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If we show that V ∩ U is an affine cover of U �

3.2. A Global Affineness Criterion. The next result is a generalization of
Serre’s criterion for affineness.

cohom-affine-morphism-criterion Proposition 9.3.3. Let f : X → Y be a quasi-compact, separated morphism
of locally Noetherian schemes. Then the following statements are equivalent:

(1) f is affine.
(2) f∗ : X-qcoh→ Y -qcoh is an exact functor.
(3) Every quasi-coherent OX-module F is f∗-acyclic.
(4) Every coherent OX-module F is f∗-acyclic.
(5) Every coherent ideal sheaf I ⊂ OX is f∗-acyclic.

Proof. The implication (1)⇒ (2) is from (4.3.11). The only implication that
now needs proof is (5) ⇒ (1). Let U ⊂ Y an affine open; we’d like to show that
f−1(U) is also affine. For this, it suffices to show that Hi(f−1(U),I ) = 0, for
every coherent ideal sheaf I ⊂ Of−1(U), and every i > 0. By (4.2.20), we can find
an ideal sheaf J ⊂ OX such that J |f−1(U)

∼= I . By part (2) of (9.3.1), since J
is f∗-acyclic, we find that

Hi(f−1(U),I ) ∼= Hi(f−1(U),J ) = 0,

which is precisely what we wanted. �

cohom-affine-morphism-cohomology Corollary 9.3.4. Let f : X → Y be an affine morphism of Noetherian
schemes, and let Z ⊂ Y be a closed subscheme; then, for every sheaf F ∈ OX-qcoh,
we have natural isomorphisms

Hn
f−1(Z)(X,F ) ∼= Hn

Z(Y, f∗F ).

Proof. Immediate from the fact that f∗ is an exact functor; see [HA, 7.7.5 ].
�

3.3. Cohomology of Fibers. The next result will help us investigate the
cohomology of fibers in terms of the fibers of the cohomology.

cohom-morphism-pullback-pushforward Theorem 9.3.5. Let f : X → S and g : Y → S be two separated, quasi-
compact S-schemes over a locally Noetherian scheme S; let p : X ×S Y → X and
q : X ×S Y → Y be the two natural projections, so that we have the following
picture:

X ×S Y
p

> X

Y

q

∨ g
> S

f

∨

Then, for every quasi-coherent sheaf F over X, we have natural maps:

g∗(R•f∗F )→ (R•q∗)(p∗F ).

If g is flat, then this map is in fact an isomorphism.
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Proof. Let U ⊂ S be an affine open. We have natural maps:

Hi(f−1(U),F )→ Hi((p ◦ f)−1(U), p∗F )→ H0(g−1(U), Riq∗p∗F ),

where the second map is obtained from the Leray spectral sequence [HA, 7.7.4 ],
and the fact that p ◦ f = q ◦ g.

Observe that when i = 0, this is the natural map

H0(f−1(U),F )→ H0((q ◦ g)−1(U), p∗F ) = H0(g−1(U), q∗p∗F )

Using (9.3.1), we see that this gives us a natural morphism:

Rif∗F → g∗(Riq∗p∗F ),

and thus a natural morphism

g∗(Rif∗F )→ Riq∗(p∗F )

as claimed.
Now suppose g is flat. To show that the map is an isomorphism, we can

assume that S = SpecA and Y = SpecA′ are affine. Indeed, if V = SpecA ⊂ S
and U = SpecA′ ⊂ g−1(V ) are affine opens, then A′ is flat over A, and we have

Γ (U, g∗(Rif∗F )) = Hi(f−1(V ),F )⊗A A′.
Γ (U,Riq∗(p∗F )) = Hi(q−1(U), p∗F ).

So, reducing to the case where S and Y are affine, we must show that the following
natural map is an isomorphism, for all i:

Hi(X,F )⊗A A′ > Hi(X ×S Y, p∗F ).

Consider the functor

T : OX -qcoh→ A′-mod

X > Γ (X,F )⊗A A′.

Since A′ is flat over A, T is a left exact functor. Moreover, we also have

RiT (F ) = Hi(X,F )⊗A A′,

and so H•(X,F )⊗AA′ is a universal δ-functor, and so there is a unique morphism
of δ-functors from H•(X,F )⊗A A′ to H•(X ×S Y, p∗F ) (the latter is a δ-functor,
since p∗ is an exact functor) for a given morphism Γ (X, )⊗AA′ → Γ (X×SY, p∗ ).

Now suppose that U = SpecB ⊂ X is an affine open. In this case, if F |U = M̃ ,
for some B-module M , the natural map

H0(U,F )⊗A A′ → H0(U ×S Y, p∗F )

is an isomorphism, since we have

M ⊗A A′ ∼= M ⊗B (B ⊗A A′).

Let V = {Ui : i ∈ I} be a finite affine open cover for X, and let Č•(V,F )
be the Čech complex for F over V. Then V ′ = {Ui ×S Y : i ∈ I} is an affine
open cover for X ×S Y and the above computation tells us that Č•(V,F ) ⊗A A′
is isomorphic to the Čech complex for p∗F over V ′. Since A′ is flat, it commutes
with cohomology, and so we see that the map

Hi(X,F )⊗A A′ > Hi(X ×S Y, p∗F )
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induced by the Čech complex (9.1.9) is an isomorphism. We’ll be done if we show
that this is the original map that we had. Using the fact that Hi(X, )⊗A A′ is a
universal δ-functor it suffices to show that the map induced on the global sections
remains the same. But this follows immediately from the fact that it is just the
map between inverse limits

lim
←
H0(Ui,F )⊗A A′ → lim

←
H0(Ui ×S Y, p∗F ),

induced by the original natural map on each Ui (Note the importance of the finite-
ness of the cover: tensoring with A′ would not commute with the inverse limit if
the cover were infinite). �

Remark 9.3.6. It is possible, as in Hartshorne, to use the Čech complex to
define the map, but to do this rigorously seems painful. There are still some details
to fill in in the proof above, but at least the line of argument is fleshed out fully.

cohom-fibers Corollary 9.3.7. Let f : X → Y be a quasi-compact, separated morphism
between locally Noetherian schemes, with Y = SpecA affine. For y ∈ Y , and any
quasi-coherent sheaf F over X, we have natural isomorphisms:

Hi(Xy,Fy) ∼= Hi(X,F ⊗A k(y)),

where Fy is the pullback of F to Xy.

Proof. Let Z be the scheme-theoretic image of Spec k(y)→ Y ; then F⊗Ak(y)
is supported in f−1(Z), and so, using (9.3.4), we can replace Y with Z, X with
f−1(Z), and assume that y is the generic point of Y . Moreover, since Fy is also the
pullback of F ⊗A k(y) to Xy, we can also replace F with F ⊗A k(y), and assume
that F is a sheaf of k(y)-vector spaces.

In this case the map Spec k(y) → Y is flat, and so by the Theorem above, we
have isomorphisms

Hi(X,F )⊗A k(y) ∼= Hi(Xy,Fy).

ButHi(X,F ) is already a k(y)-vector space, and soHi(X,F )⊗Ak(y) ∼= Hi(X,F ).
�

cohom-acyclic-fibers Corollary 9.3.8. We keep the notation of the corollary above. If Fy is in
addition a Γ (Xy, )-acyclic sheaf, then we have isomorphisms

H0(X,F )⊗A k(y) ∼= H0(Xy,Fy).

Proof. Base-changing along the flat morphism Spec OY,y → Y , and using
(9.3.5), we get isomorphisms

H0(X,F )⊗A Spec OY,y ∼= H0(X ×Y Spec OY,y,F ⊗A OY,y).

So, to prove our statement, we can replace Y with Spec OY,y and X with X ×Y
Spec OY,y, and assume that y is a closed point of Y . In this case, choose we have
a free presentation

Ar → A→ k(y)→ 0

of k(y). Tensoring this with F gives an exact sequence

F r → F → F ⊗A k(y)→ 0,

and taking the long exact sequence of cohomology �
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3.4. Ext Sheaves.

cohom-ext-sheaves-coherence Proposition 9.3.9. Let X be a Noetherian scheme, and let M and N be
quasi-coherent sheaves over X.

(1) Suppose in addition that M is in fact coherent; then, for all n ≥ 0,
ExtnOX (M ,N ) is also quasi-coherent over X.

(2) If N is also coherent, then ExtnOX (M ,N ) is in fact coherent.
(3) If X = SpecR is affine, and M = M̃ , N = Ñ , where M and N are

R-modules, with M finitely generated over R, then we have natural iso-
morphisms:

ExtnOX (M̃, Ñ ∼= ExtnR(M,N),

ExtnOX (M̃, Ñ) ∼= ˜ExtnR(M,N).

Proof. (1) and (2) follow immediately from [HA, 7.6.6 ]. For the first isomor-
phism, consider the following diagram:

R-mod
∼

> OX -qcoh

R-mod

HomR(M, )

∨ ∼
> OX -qcoh

HomOX (M̃, )

∨

According to (4.1.7), this commutes up to natural isomorphism. Moreover, ∼
takes injectives to injectives, since it’s an equivalence of categories. So we get the
isomorphism immediately from [HA, 3.6.7 ].

For the second isomorphism, since ExtnOX (M̃, Ñ) is quasi-coherent, it suffices
to prove that we have a natural isomorphism

Γ (X,ExtnOX (M̃, Ñ)) ∼= ExtnOX (M̃, Ñ).

But this follows immediately from the Ext spectral sequence [HA, 7.6.3 ], and the
fact that higher cohomology groups vanish over the affine scheme X. �

4. Local Cohomology

cohom-noetherian-local-cohom Proposition 9.4.1. Let X = SpecR be a Noetherian affine scheme, and let
Z ⊂ X be a closed subscheme cut out by an ideal a ⊂ R. Then, for every R-module
M , we have an isomorphism of δ-functors

H•Z(X, M̃) ∼= H̃•a (M),

from R-mod to R-mod, where H•a (M) is the local cohomology of M [HA, 5 ].

Proof. Consider the following diagram:

R-mod
M 7→ M̃

> OX -mod

R-mod

ΓI( )

∨ M 7→ M̃
> OX -mod.

ΓZ(X, )

∨
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We know by (4.3.15) that this commutes up to natural equivalence. Now the result
follows from (9.1.5) and [HA, 3.6.7 ]. �

We can now finally understand, at least in the Noetherian case, what the mys-
terious modules of sections over arbitrary open subschemes of an affine scheme look
like.

cohom-sections-over-opens Proposition 9.4.2. Let X = SpecR be a Noetherian, affine scheme, and let
a ⊂ R be an ideal. Set U = X − V (a); then, for any R-module M , we have

Γ (U, M̃) = lim
−→

HomR(an,M).

Proof. �





CHAPTER 10

Sheaves of Modules over Projective Schemes

chap:qsps
1. The Tilde Functor

Suppose we have a graded R-module M , we can define a quasi-coherent sheaf
M̃ on X = ProjR by setting M̃ |X(f)

∼= M̃(f) (this is the usual tilde construction for
affine schemes; see Section 1.1 of Chapter 4), for any homogeneous element f ∈ R.
This, of course, defines a presheaf on the open base {X(f) : f ∈ R}. That this
in fact satisfies the condition for being a sheaf [NOS, 11.1 ] follows from part (4)
of (3.1.4). Moreover, part (5) of the same Proposition tells us that M̃P

∼= M(P )0
,

for any homogeneous prime P ∈ spc(X). That this is quasi-coherent follows from
(4.2.1).

The assignment that sends M to M̃ actually defines an exact functor from
RZ-mod to OX -qcoh. To show this it suffices to show that for any exact sequence

0→M ′ →M →M ′′ → 0

and any homogeneous element f ∈ R, the sequence of morphisms of OX(f) -modules

0→ M̃ ′(f) → M̃(f) → M̃ ′′(f) → 0

is exact. But this follows from the fact that both the tilde functor for affine schemes
and the functor that sends M to M(f) are exact.

Now, suppose N is another graded R-module. Consider the graded R-module
∗HomR(M,N), and the induced quasi-coherent sheaf ˜∗HomR(M,N). For every
homogeneous element f ∈ R, we have a natural homomorphism (see [CA, 1.6.3 ])

∗HomR(M,N)(f) → HomR(f)(M(f), N(f)).

By the process described in Section 1.1 of Chapter 4, this gives us a natural
morphism of OX(f)-modules

˜∗HomR(M,N)|X(f) → HomOX(f)
(M̃ |X(f) , Ñ |X(f)).

We can glue these together to get a natural morphism of OX -modules

˜∗HomR(M,N) −→ HomOX (M̃, Ñ).

We consider tensor products now. Again by [CA, 1.6.3 ], we have a natural
monomorphism

M(f) ⊗R(f) N(f) −→ (M ⊗R N)(f)

This gives us a natural monomorphism of OX(f) -modules

M̃ |R(f) ⊗OX(f)
Ñ |R(f) −→

(
M̃ ⊗R N

)
|X(f) .

139
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We glue together these isomorphisms to get a global monomorphism of OX -
modules

M̃ ⊗OX Ñ −→ M̃ ⊗R N.

qsps-twisting-sheaf Definition 10.1.1. If X = ProjR, and n ∈ Z, we define OX(n) = R̃(n).
These are the twisting sheaves of Serre. For any OX -module F , we set F (n) =
F ⊗ OX(n).

Let’s record all we’ve done in the next Proposition.

qsps-tilde-qc-proj Proposition 10.1.2. For any graded R-module M , we have a quasi-coherent
sheaf M̃ on X = ProjR such that

(1) M̃ |X(f)
∼= M̃(f).

(2) The assignment M 7→ M̃ gives us an exact functor from RZ-mod to
OX-qcoh.

(3) M̃P
∼= M(P )0

.
(4) If N is another graded R-module, then we have a natural morphism of

OX-modules
M̃ ⊗OX Ñ −→ M̃ ⊗R N.

(5) For any n ∈ Z, we have a natural morphism

M̃(n) −→ M̃(n).

In particular, we have a natural morphism

OX(n)⊗OX OX(m) −→ OX(n+m).

(6) If N is another graded R-module, we have a natural morphism of OX-
modules

˜∗HomR(M,N) −→ HomOX (M̃, Ñ).

(7) Let {Mi : i ∈ I} be a filtered system of graded R-modules. Then colimi M̃i =
˜colimiMi.

(8) Suppose R is a positively graded ring; then, for any integer d ∈ Z, M̃≥d ∼=
M̃ .

(9) Suppose R is a positively graded Noetherian ring, and suppose also that
M is quasifinitely generated over R, in the sense that M≥d is finitely
generated over R, for some d ∈ Z. Then M̃ is a coherent sheaf over X.

Proof. The only things that remain to be proved are parts (5), (7) and 8. (5)
follows immediately from (4), and the second part follows from the observation

R(n)⊗R R(m) ∼= R(n+m).

(7) follows immediately from part (5) of [CA, 1.6.3 ], and (8) follows from part
(6) of the same Proposition.

For (9), it’s enough to note that M̃ ∼= M̃≥d, and so M̃ |X(f) is of finite type over
each affine open X(f). Now, since X is Noetherian (see the last part of (3.1.6), M̃
must be coherent (4.2.6). �

Remark 10.1.3. Observe that R̃ ∼= OX .

We now specialize to the case that’s most common in real life.
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qsps-tilde-qc-deg-one-gen Proposition 10.1.4. Let R be a graded ring, and let I1 be the ideal generated
by R1, the degree one component of R. Assume that R+ ⊂ rad(I1) (this is true, for
example, when R1 generates R as an R0-algebra). Let X = ProjR.

(1) For any n ∈ Z, OX(n) is locally free of rank 1.
(2) If N is another graded R-module, then we have a natural isomorphism of

OX-modules:
M̃ ⊗OX Ñ −→ M̃ ⊗R N.

(3) For any n ∈ Z, M̃(n) ∼= M̃(n). In particular, OX(n) ⊗OX OX(m) ∼=
OX(n+m).

(4) For any graded R-modules M and N , with M finitely presented, we have
an isomorphism of OX-modules

˜∗HomR(M,N) ∼= HomOX (M̃, Ñ).

In particular,

HomOX (OX(n), Ñ) ∼= Ñ(−n).

Proof. Recall from part (8) of 3.1.5 that with the given hypothesis {X(f) :
f ∈ R1} is an open cover for X.

(1) Follows from part (3) of [CA, 1.6.3 ]; for we have for every f ∈ R1

OX(n)|X(f)
∼= R̃(n)(f)

∼= R̃(f).

(2) Part (4) gives us a natural map

M̃ ⊗OX Ñ → M̃ ⊗R N.

Now we use part (2) of [CA, 1.6.3 ] to conclude that this is indeed an
isomorphism.

(3) Follows immediately from the previous part.
(4) Follows from part (4) of [CA, 1.6.3 ] and 4.1.7; for we have for every

f ∈ R1

˜∗HomR(M,N)|X(f)
∼= ˜∗HomR(M,N)(f)

∼= ˜HomR(f)(M(f), N(f))

∼= HomOX(f)
(M̃ |X(f) , Ñ |X(f) .

We’ve used the elementary fact that if M is a finitely presented graded R-
module, then M(f) is a finitely presented R(f)-module, which follows from
the exactness of the functor M 7→ M(f). The second statement follows
from the isomorphism

∗HomR(R(n), N) ∼= N(−n).

�

qsps-veronese-make-deg-one Remark 10.1.5. Although this hypothesis seems a little restrictive, it’s not
really so. Suppose R is positively graded and finitely generated over R0. By part
(3) of [CA, 1.6.5 ], we can choose some d ∈ N, such that R(d) is generated by its
degree 1 component over R0. Since, by (3.2.4), ProjR(d) ∼= ProjR, we’re back in
our nice situation.
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We now study the behavior of the tilde functor under the taking of direct and
inverse images. For the next Proposition, we use notation from (3.2.1).

qsps-dirimg-invimg-proj Proposition 10.1.6. Let R and S be graded rings and let φ : R → S be a
homomorphism of rings, such that for all n ∈ Z, φ(Rn) ⊂ Sen, for some fixed
integer e. Let U = G(φ), and let Proj(φ) : U → X := ProjR be the induced
morphism.

(1) If M is a graded S-module, then Proj(φ)∗(M̃ |U ) ∼= R̃M . In particular,

Proj(φ)∗(OY (n)|U ) ∼= (Proj(φ)∗(OY |U ))(n).

(2) If N is a graded R-module, e = 1, and R satisfies the hypotheses of 10.1.4,
then Proj(φ)∗Ñ ∼= M̃ ⊗R S|U . In particular,

Proj(φ)∗(OX(n)) = OY (n)|U

Proof. Let f ∈ R be a homogeneous element; then (φ∗)−1(X(f)) = Y(φ(f)),
where Y = SpecS. So Proj(φ) induces a morphism

ψ(f) : Y(φ(f)) −→ X(f)

via restriction.

(1) Observe that, by 4.1.11

ψ(f)∗(M̃ |Y(φ(f))) = ψ(f)∗(M̃(φ(f))) = ˜
R(f)M(φ(f)) = ˜(RM)(f).

Note also that

R̃M |X(f)
∼= ˜(RM)(f).

It’s easy to see these isomorphisms glue together to give us our result. For
the second part, observe that

R̃S(n) = ˜
RS ⊗R R(n) ∼= R̃S(n).

(2) We need e = 1, because we want S to have a natural graded R-module
structure. The other hypothesis is needed to ensure that we can find an
open cover of X by subschemes of the form X(f) where f has degree 1.
Here, by 4.1.11 and part (2) of [CA, 1.6.3 ], we have

ψ∗(f)(Ñ |X(f)) = ψ∗(f)(Ñ(f))

= ˜N(f) ⊗R(f) S(φ(f))

∼= ˜(N ⊗R S)(φ(f))

∼= Ñ ⊗R S|Y(φ(f)) .

Gluing these isomorphisms together, we get our result. For the second
statement, observe that

(Proj(φ))∗(OX(n)) = ˜R(n)⊗R S|U ∼= S̃(n)|U = OY (n)|U

�
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2. Global Sections of the Twisted Sheaves

The next definition will lead us to the nice place where everything that we care
about is tilde of something.

Definition 10.2.1. Let R be a graded ring generated by R1 over R0, and
let X = ProjR. For an OX -module F , we define Γ∗(F ), the graded R-module
associated to F , to be the direct sum of R0-modules ⊕n∈ZΓ (X,F (n)).

For every OX -module F , we have natural maps

Γ (X,OX(n))⊗Γ (X,OX) Γ (X,F (m))→ Γ (X,F (n+m)),

given essentially by the sheafification map. This makes Γ∗(OX) into a graded ring
and Γ∗(F ) into a graded Γ∗(OX)-module, for every OX -module F . But of course
there’s a natural morphism of graded rings from R to Γ∗(OX) that sends an element
s ∈ Rn to its corresponding section of OX(n) over X obtained by gluing together
the sections s/1 over the principal opens X(f). Thus Γ∗(F ) is in fact a graded
R-module, for every OX -module F .

We will investigate the relationship between R and Γ∗(ProjR) in this next
Theorem, which will then allow us to recover important information about the

qsps-globstar-ring Theorem 10.2.2. Let R be a graded ring finitely generated over R0 by R1, and
let X = ProjR.

(1)
Γ∗(OX) = lim

←−
i1<...<ik

Rfi1 ···fik .

(2) Suppose R is a domain; then the natural map of graded rings

R −→ Γ∗(OX)

is an injection, and Γ∗(OX) ⊂ K(R).
(3) If each fi is prime in R, then the natural map above is an isomorphism.
(4) If R is a Noetherian domain, then R′ = ⊕n≥0Γ (X,OX(n)) is integral over

R.

Proof. (1) Now suppose R is generated over R0 by elements f1, . . . , ft ∈
R1. To give a global section s of OX(n) then is equivalent to giving sections
si ∈ Γ (fi,OX(n)) = R(n)(fi) such that

si|X(fifj)
= sj |X(fifj)

,

for all pairs i, j. Hence Γ∗(OX) corresponds to t-tuples of elements (s1, . . . , st),
with si ∈ Rfi , and si and sj map to the same element in Rfifj . Now,
Rfi ⊂ K(R), for each i, and we see that each element in Γ∗(OX) corre-
sponds uniquely to an element of the inverse limit

lim
←−

i1<...<ik

Rfi1 ···fik .

(2) From the definition of the natural map, we see that an element r ∈ R goes
to 0 if and only if r/1 = 0 ∈ Rf , for all f ∈ R1. Since R is a domain, this
means that r = 0 ∈ R. Hence the map is injective. So we see that

Γ∗(OX) =
⋂

i1<...<ik

Rfi1 ···fik = ∩iRfi .
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In fact the argument shows that

Γ∗(OX) = ∩iRfi ⊂ K(R).

(3) Now suppose each of the fi is prime. Let s ∈ Γ∗(OX). Then s ∈ Rfi∩Rfj ,
and so s = ai

fki
= aj

f lj
, with f ljai = fki aj . Since fi is prime, we must have

either fj ∈ (fi), in which case (fj) = (fi); or ai ∈ (fi). Suppose the
second case is true: then ai = fia

′
i, and so

f lja
′
i = fk−1

i aj .

Proceeding in this way, we will find bi ∈ R such that f ljbi = aj . But then
aj
f lj

= bi ∈ R, and so we find that s ∈ R. Now, suppose the first case
holds. In this case, either fi does not generate R over R0, in which case,
we can find another fk such that (fk) 6= (fi) and run the same argument
as above; or, fi generates R over R0, in which case R is a quotient of R0[t]
by a homogeneous ideal. If R 6= R0[t], then fi is nilpotent in R, and so
X = ∅; there is nothing to prove in this case. If R = R0[t] (see 3.2.7), then
X = SpecR0, and in this case it’s easy to conclude that OX(n) ∼= OX , for
all n. From this it follows that R = Γ∗(OX).

(4) Let α : R→ Γ∗(OX) be the natural map. Suppose s ∈ R′ is homogeneous
of non-negative degree; then we can find n ∈ N such that α(fni )s ∈ α(R),
for all i. Moreover, since Rm is generated by monomials in fi of degree
m, for m large enough (say m ≥ rn), α(Rm)s ⊂ α(R). Let R≥rn =
⊕m≥rnRm; then we see that α(R≥rn)s ⊂ α(R≥rn). Observe that R≥rn is
an ideal of R and is thus finitely generated, since R is Noetherian. Now,
apply the Cayley-Hamilton theorem [CA, 4.1.1 ] to see that s satisfies a
monic equation over R, and is hence integral over R

�

qsps-glob-sections-projective-space Corollary 10.2.3. Let R = S[t0, . . . , tn] be the polynomial ring in n + 1-
variables over a ring R, so that X = ProjR = PnS.

Γ (X,OX(d)) =

{
0, if d < 0
R[t0, . . . , tn]d, if d ≥ 0.

In particular, we have

dimΓ (X,OX(d)) =

{
0, if d < 0(
n+d
d

)
, if d ≥ 0.

Proof. Follows immediately from part (3) of the Theorem above, since the xi
are all prime. �

3. Going the Other Way

What we would really like is an analogue of (4.1.3) that would tell us that
every quasi-coherent sheaf over ProjR looks like M̃ for some graded R-module M .
This is not true in general, but is true under the hypotheses of Proposition (10.1.4)
above, with some additional finiteness conditions thrown in. Before we show that,
we’ll need a technical lemma that’s a close cousin of (4.1.2).
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qsps-modules-over-principal-opens-invertible-twist Lemma 10.3.1. Let X be any scheme, M a quasi-coherent OX-module, and L
a locally free OX-module of rank 1 (in other words, it’s an invertible sheaf). For
s ∈ Γ (X,L ), set XL ,s = {x ∈ X : OX,xsx = Lx}. By [RS, 4.3 ], XL ,s is open.
For f ∈ Γ (U,L ), we denote f⊗n ∈ Γ (U,L ⊗n) by fn.

(1) Suppose X is quasi-compact, and let a ∈ Γ (X,M ) be such that resX,XL ,s
=

0. Then, there exists n ∈ N such that sn ⊗ a = 0 ∈ Γ (X,L ⊗n ⊗M ).
(2) Suppose in addition that X is quasi-separated; then for any section b ∈

Γ (XL ,s,M ), there is n ∈ N such that sn ⊗ b ∈ Γ (XL ,s,L ⊗n ⊗M ) is
the restriction of a global section of L ⊗n ⊗M .

Proof. We’ll prove this by reducing to the easier case mentioned above. First,
observe that we can find an open cover of X by affine opens Ui such that L |Ui ∼=
OUi . Therefore Ui ∩XL ,s is also affine (it’s just (Ui)s), and if X is quasi-compact,
this shows that XL ,s is also quasi-compact, since we can find finitely many Ui to
do the job.

Now, Let A = T (L ), be the tensor algebra of L , and consider the morphism
f : Y := Spec A → X. This is affine, and is in particular both quasi-compact
and quasi-separated. Since both these properties are stable under composition, we
see that Y is quasi-compact (resp. quasi-separated) if X is quasi-compact (resp.
quasi-separated). We see from (4.3.10) that

f∗M ∼= ˜A ⊗OX M .

Therefore, for any open subscheme U ⊂ X,

(f∗M )(f−1(U) = (A ⊗OX M )(U) = ⊕n≥0(L n ⊗OX M )(U).

This equality follows from the definition of the tilde construction. Now, we can
look at s as a section in Γ (Y,OY ), and consider the open subscheme Ys of Y . By
definition

Ys = {y ∈ Y : syOY,y = OY,y}.
We will show that Ys = f−1(XL ,s). For this we can assume that X = SpecR
is affine and that L = OX . In this case, Y = SpecR[t], and Ys = SpecR[t]st,
and it is clear that Ys ⊂ f−1(XL ,s) = f−1(SpecRs). After all this work, the two
statements will now follow easily from (4.1.2), and the fact that its hypotheses hold
for every quasi-compact scheme (something that turned out to be a consequence of
that Lemma).

(1) Y is also quasi-compact as shown above. Treat a as a section of f∗M
over Y . Since resY,Ys(a) = 0 (since Ys ⊂ f−1(XL ,s)), we see that there is
n ∈ N such that sna = 0 ∈ Γ (Y,OY ). This of course gives us our result.

(2) Again, Y is also quasi-separated. Now, treat b as a section of f∗M over
f−1(XL ,s). Then, we can find r ∈ N such that (srb)|Ys ∈ Γ (Ys, f∗M ) is
the restriction of a global section of OY , where of course by s we mean
resY,f−1(XL ,s)(s). This shows that there is a global section b̃ ∈ Γ (Y, f∗M )
such that

b̃|f−1(XL ,s) − (srb) =: b1
restricts to 0 over Ys. Since f−1(XL ,s) is quasi-compact, we can find
m ∈ N such that smb1 = 0. But then if n = r + m we see see that smb̃
restricts to snb over f−1(XL ,s). This, translated suitably, is exactly what
we wanted to prove.



146 10. SHEAVES OF MODULES OVER PROJECTIVE SCHEMES

�

Now, let R be a graded ring finitely generated over R0 by R1, and let F be
a quasi-coherent sheaf over X = ProjR. We will now construct a natural map β

from Γ̃∗(F ) to F in the following fashion. Choose f ∈ R1 and consider the map

β(f) : Γ∗(F )(f) → F |X(f)

s

fn
7→ s|X(f) ⊗ f

−n.

Here, s ∈ Γ (X,F (n)), and s|X(f) ⊗ f−n is evaluated in Γ (X(f),F ) by the map

Γ (X(f),F (n))⊗ Γ (X(f),OX(−n))→ Γ (X(f),F )

induced by the isomorphism F (n)⊗OX OX(−n) ∼= F .

qsps-quasi-coherent-globstar-tilde-inverse Theorem 10.3.2. Let R be a graded ring finitely generated over R0 by R1, and
let X = ProjR. Then for any quasi-coherent OX-module M , the natural morphism

β : Γ̃∗(M )→M

is an isomorphism.

Proof. We’ll show that β(f) is an isomorphism for every f with deg f = 1. We
know from (3.1.6) that X is separated. Under the given hypotheses, we also know
that it’s of finite type over SpecR0, from which it follows that it is quasi-compact.
In particular, X satisfies the hypotheses of Lemma (10.3.1). We take OX(1) to be
the L in the notation of that Lemma. Observe then that XL ,f = X(f), and so
for every section s ∈M (X(f)) we can find n ∈ N such that fn ⊗ s ∈M (n)(X(f))
is the restriction of a global section s̃ of M (n). In this case, es

fn maps to s under
βf , and βf is surjective. Since OX(1)|X(f)

∼= OX(f) , βf ( s
fr ) = 0 if and only if

s|X(f) = 0. In this case, we see by the Lemma that there is n ∈ N such that
fn ⊗ s = 0 ∈ Γ (X,F (n)), which means that s

fr = 0 ∈ Γ∗(M )(f). Hence β(f) is
also injective, which finishes our proof. �

The next corollary describes all closed subschemes of projective n-space over
an affine scheme.

qsps-qc-modules-ideals-algebras-deg-one Corollary 10.3.3. With the hypotheses and notation as in the Theorem above:
(1) Every quasi-coherent OX-algebra is of the form S̃ for some graded R-

algebra S.
(2) If, in addition, R is generated over R0 by prime elements of degree 1, then

every closed subscheme of X is isomorphic to ProjR/I, for some homoge-
neous ideal I ⊂ R. In particular, every closed subscheme of ProjnS is of the
form ProjS[t1, . . . , tn]/I, for some homogeneous ideal I ⊂ S[t1, . . . , tn].

Proof. Most of this is immediate from the Proposition.
(1) From the Theorem, we see that any quasi-coherent OX -algebra is of the

form S̃ for some graded R-module S.
(2) We already know that ProjR/I is a closed subscheme of X. If R is

generated over R0 by prime elements, then from part (3) of (10.2.2), we
know that Γ∗(OX) = R. Suppose we have a quasi-coherent ideal sheaf

I ⊂ OX ; then I = Γ̃∗(I ), by part (1) of the Proposition. But Γ∗(I )
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injects into Γ∗(OX) = R, and so I = Ĩ for some homogeneous ideal
I ⊂ R. By the bijective correspondence between quasi-coherent ideal
sheaves and closed subschemes (4.3.14), and the exactness of the tilde
functor, we see that every closed subscheme of X is of the claimed form.

�

qsps-qc-of-finite-type Corollary 10.3.4. Let X = ProjR, where R is finitely generated by R1 over
R0. If M is a quasi-coherent OX-module of finite type, then there exists a finitely
generated graded R-module M such that M = M̃ . In particular, if R0 is Noetherian,
then every coherent sheaf over X is of the form M̃ for some finitely generated graded
R-module M .

Proof. Since M is quasi-coherent, we can find some R-module N such that
M = Ñ . Now, N is the direct limit of its finitely generated graded R-submodules,
and hence, by (10.1.2), M is the direct limit of OX -modules of the form M̃i, where
Mi is finitely generated. Now, we can cover X by finitely many affine opens of the
form X(f), and thus, by an argument analogous to that in (4.2.19), we conclude
that there is some finitely generated submodule M ⊂ N such that M = M̃ . �

qsps-twisting-global-generation Corollary 10.3.5. Let X = ProjR, where R is a graded ring finitely gener-
ated over R0 by R1, and let F be a quasi-coherent OX-module of finite type. Then
there exists n ∈ N such that F (n) is generated by global sections. In particular,
there exists a surjection onto F from a locally free sheaf.

Proof. By the previous corollary, F = M̃ , where M is finitely generated.
Hence M is the quotient of a finite direct sum of modules of the type R(m), for
some m ∈ Z. So it suffices to prove this for F = OX(m), for some n ∈ Z. Consider
the graded R-module R(m). The zeroth degree component R(m)0 = Rm is finitely
generated over R0 by certain elements r1, . . . , rk. Consider the map α : Rk → R(m)
that takes the basis of Rk to (r1, . . . , rk). Since Rt = (R1)t, for all t ∈ N, we see
that imα =

⊕
t≥0R(m)t. This means that we have a short exact sequence

Rk → R(m)→
⊕

−m≤t<0

R(m)t → 0.

Applying the tilde functor to this sequence, and observing that the cokernel in the
sequence above has finite length and thus induces the zero OX -module, we conclude
that we have a surjection Ok

X → OX(m).
We get the second assertion by twisting F (n) back to F . �





CHAPTER 11

Coherent Cohomology over Projective Schemes

chap:cohproj
1. Cohomology of Projective Space

The fundamental computation in the cohomology of schemes is that of the
cohomology of the twisting sheaves over the projective space PnA, for some ring A.
Here, we will do this in the Noetherian case.

cohproj-projective-r-space Theorem 11.1.1 (Cohomology of Twisting Sheaves). Let X = PrR be projec-
tive r-space over a Noetherian ring A, and let S = R[T0, . . . , Tr] be the graded
polynomial ring in r + 1-variables over R, so that X = ProjS.

(1)

H0(X,OX(n)) =

{
Sn if n ≥ 0,
0 otherwise.

(2) For r > 0, we have

Hr(X,OX(n)) ∼=

{
R if n = −r − 1,
0 if n > −r − 1.

(3) For n ≥ 0, there is a perfect pairing of R-modules:

H0(X,OX(n))×Hr(X,OX(−n− r − 1)) −→ Hr(X,OX(−r − 1) ∼= R.

(4) For 0 < i < r and all n ∈ Z, we have

Hi(X,OX(n)) = 0.

Proof. Let F = ⊕n∈ZOX(n), and let C• be the Čech complex C•(V,F )
associated to the open cover V = {U0, . . . , Ur}, where Ui = X(Ti). Since each of
the Ui is affine, we have by (9.1.9), natural isomorphisms

Hn(X,F ) ∼= Ȟn(V,F ),

for all n ∈ Z. But observe that the Čech complex looks like the following complex
of graded S-modules:∏

i

STi
d0−→
∏
i,j

STiTj
d1−→ . . .

dr−2−−−→
∏
i

ST0...T̂i...Tr

dr−1−−−→ ST0T1...Tr .

So we have isomorphisms of graded S-modules:

H0(X,F ) = ker d0

= (si) : si ∈ STi , si = sj ∈ STiTj
∼= S.

This proves the first part of the Theorem.

149



150 11. COHERENT COHOMOLOGY OVER PROJECTIVE SCHEMES

For the second part, note that ST0...Tr is a free graded S-module, spanned by
monomials of the form T j00 . . . T jrr , for some r+ 1-tuple (j0, . . . , jr) ∈ Zr+1. On the
other hand, the image of dr−1 is spanned by such monomials with ji ≥ 0, for at
least one i. Hence we find

Hr(X,F ) = coker dr−1

∼= (T j00 . . . T jrr : ji < 0, for all i) ⊂ ST0...Tr .

Therefore,

Hr(X,OX(n)) = Hr(X,F )n
∼= (T j00 . . . T jrr : ji < 0

∑
i

ji = n).

From this the second part of the Theorem follows.
For the third, we define a pairing:

H0(X,OX(n))×Hr(X,OX(−n− r − 1))→ Hr(X,OX(−r − 1))

(T i00 . . . T irr , T
j0
0 . . . T jrr ) 7→

{
(T i0+j0

0 . . . T ir+jr
r ) if ik + jk < 0, for all k

0 otherwise

Here, (i0, . . . , ir) is an r+1-tuple of non-negative integers such that
∑
k ik = n and

(j0, . . . , jr) is an r + 1-tuple of negative integers such that
∑
k jk = −n − r − 1.

The result is either a monomial of degree −r− 1 or 0. To see that this is a perfect
pairing, it suffices to show that for every r + 1-tuple (i0, . . . , ir), with

∑
k ik = r,

one can find an r+1-tuple (j0, . . . , jr) of negative integers with
∑
k jk = −n−r−1

and ik + jk < 0, for all k. This is easy: simply take jk = −ik − 1, for all k.
The proof of the last assertion is the most involved. For this, we will use

induction on r. If r = 1, then there is nothing to prove; so assume r > 1, and let
H be the the hyperplane in X determined by the ideal (Tr). We have an exact
sequence of S-modules:

(∗) 0→ S(−1) Tr−→ S → S/(Tr)→ 0.

Sheafifying this, we have:

0→ OX(−1) Tr−→ OX → i∗OH → 0,

where i : H → X is the natural closed immersion. Taking the direct sum of all the
twists of this sequence, we get

(∗∗) 0→ F (−1) Tr−→ F → i∗FH → 0,

where FH =
⊕

n∈Z OH(n).
Now, by induction, we have, for 0 < i < r − 1, and all n ∈ Z:

Hi(X, i∗OH(n)) ∼= Hi(H,OH(n)) = 0.

So taking the long exact sequence of cohomology associated to the short exact
sequence (**) above, we get isomorphisms

Hi(X,F (−1)) Tr−→∼= Hi(X,F ),



2. SOME IMPORTANT FINITENESS RESULTS 151

for 1 < i < r− 1. We claim that these maps are isomorphisms even for i = 1, r− 1.
Indeed, for i = 0, we have an exact sequence:

0→ H0(X,F (−1)) T1−→ H0(X,F ) H−→
0

(X, i∗FH)→ 0,

since this is just the sequence (*) above written differently.
Now, we claim that the sequence

0→ Hr−1(X, i∗FH) δ−→ Hr(X,F (−1)) Tr−→ Hr(X,F )

is exact. The kernel of Tr is generated by all monomials T j00 . . . T−1
r , with jk < 0,

for all k; so it suffices to show the connecting map δ is just multiplication by T−1
r .

For this we will have to go back to the Čech complexes C• and C•(−1) of graded
S-modules corresponding to F and F (−1) respectively. Let S′ = S/(Tr); then we
have the following diagram with exact rows:

0 >
∏
i

ST0...T̂i...Tr
(−1)

Tr
>
∏
i

ST0...T̂i...Tr
> S′T0...Tr−1

> 0

0 > ST0...Tr (−1)
∨ Tr

> ST0...Tr

∨
> 0
∨

If T i00 . . . T
ir−1
r−1 is a monomial in Hr−1(H,FH), with ik < 0, for all k, then it comes

from an (r + 1)-tuple in
∏
i ST0...T̂i...Tr

, which maps to ±T i00 . . . T
ir−1
r−1 in ST0...Tr ,

which is in turn mapped onto by the monomial T i00 . . . T
ir−1
r−1 T

−1
r in ST0...Tr (−1). So

δ(T i00 . . . T
ir−1
r−1 ) is represented by the monomial T i00 . . . T

ir−1
r−1 T

−1
r in Hr(X,F (−1)).

So we have shown that multiplication by Tr is an isomorphism on the ith

cohomology Hi(X,F ) (forgetting the grading), for 0 < i < r. Now, we know by
(9.1.8), that Hi(Ur,F |Ur ) = 0, for all i ∈ N. We will show

H•(X,F )Tr ∼= H•(Ur,F |Ur ) = 0,

Since multiplication by Tr is an isomorphism on Hi(X,F ), for 0 < i < r, this will
show that these R-modules must in fact be zero. But the claimed isomorphism
follows simply by observing that the Čech complex C•(V ∩Ur,F |Ur ) is simply the
localization of C• at Tr, and that localization is an exact functor, and so preserves
cohomology. �

2. Some Important Finiteness Results

The importance of the next Theorem is inestimable.

cohproj-projective-schemes Theorem 11.2.1 (Serre). Let X = ProjS be a projective scheme over SpecR
(where, again, R is Noetherian).

(1) For every coherent OX-module F , and every i ≥ 0, Hi(X,F ) is a finitely
generated R-module.

(2) For every coherent OX-module F , there exists n0 ∈ Z such that, for
n ≥ n0, F (n) is Γ (X, )-acyclic.

Proof. Since S is finitely generated by S1 over R, we have a closed embed-
ding i : X → PrR, for some suitable r ≥ 1. We have Hi(X,F ) = Hi(PrR, i∗F )
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[HA, 7.8.4 ], and we also have i∗(F (n)) ∼= (i∗F )(n) (10.1.6). Hence it suffices to
prove the Theorem for the case where X = PrR, for some r ∈ N.

In this case, (1) holds for the twisting sheaves OX(n), by (11.1.1), and so it’s
true for all finite direct sums of such sheaves. We’ll prove it in general by descending
induction on i, starting from i = r+1. For the base case, note that, since dimX = r,
Hk(X,F ) = 0, for all sheaves F [HA, 7.8.6 ], and all k ≥ r + 1. Now, suppose
i < r + 1 and that Hi+1(X,F ) is finitely generated, for every coherent sheaf F .
By (10.3.5), for any coherent sheaf F , we have an exact sequence:

(∗) 0→ I → E → F → 0,

where E ∼= ⊕ri=1OX(qi), for some suitable integers qi. Now, from the long exact
sequence of cohomology associated to this sequence, we have an exact sequence:

Hi(X,E )→ Hi(X,F )→ Hi+1(X,I ),

where Hi(X,E ) is finitely generated, since E is a direct sum of twisting sheaves,
and Hi+1(X,I ) is finitely generated by the induction hypothesis. Since R is Noe-
therian, this implies Hi(X,F ) is also finitely generated, thus finishing our proof of
(1).

Now observe that again (2) holds for twisting sheaves and hence for finite
direct sums of twisting sheaves by (11.1.1); more specifically, we see that OX(n) is
Γ (X, )-acyclic, for n ≥ 0. We again argue by descending induction on i starting
from i = r + 1. The base step is the same; so, assuming that i < r + 1, and that
for all coherent sheaves F over X, there exists n0 ∈ Z such that, for n ≥ n0,
Hk(X,F ) = 0, for k ≥ i+ 1. Now, twisting the short exact sequence (*) by n, and
then taking the long exact sequence of cohomology, we get an exact sequence:

Hi(X,E (n))→ Hi(X,F (n))→ Hi+1(X,I (n)).

By induction, there exists an n0 such that both Hi(X,E (n)) and Hi+1(X,I (n))
are 0, for n ≥ n0. From this (2) follows immediately. �

cohproj-globsec-exact-twisting Corollary 11.2.2. Let X be a projective scheme over a Noetherian ring R,
and let F 1 → . . . → Fn be an exact sequence of coherent sheaves over X. Then,
there exists n0 ∈ Z such that, for all r ≥ n0, the sequence

Γ (X,F 1(r))→ . . .→ Γ (X,F (r))

is also exact.

Proof. By splitting the exact sequence into short exact sequences, it suffices
to prove the statement for a short exact sequence

0→ F 1 → F 2 → F 3 → 0.

For this, it suffices to find n0 ∈ Z such that F 1(r) is Γ (X, )-acyclic, for all r ≥ n0,
and this we can always do, by the Theorem. �

cohproj-ext-twisting-commutes Lemma 11.2.3. Let X be a projective scheme over a Noetherian ring R, and
let F and G be coherent sheaves over X. Then, for any n ∈ Z, we have:

Ext•OX (F (−n),G ) ∼= Ext•OX (F ,G (n))

Ext•OX (F (−n),G ) ∼= Ext•OX (F ,G (n))
∼= Ext•OX (F ,G )(n).

Proof. Follows from [HA, 7.6.4 ]. �
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cohproj-ext-twisting-global-sections Corollary 11.2.4. Let X be a projective scheme over a Noetherian ring R,
and let F ,G be coherent sheaves over X. Then, for every i ≥ 0, there is an integer
n0 ∈ Z such that, for all n ≥ n0, we have

ExtiOX (F ,G (n)) ∼= Γ (X,ExtiOX (F ,G (n))).

Proof. By the last lemma and the Theorem above, there exists n0 ∈ Z such
that Exti−1 •OX (F ,G (n)) is Γ (X, )-acyclic, for n ≥ n0 (note that the Ext sheaf
is coherent by (9.3.9)). Now, from the Ext spectral sequence [HA, 7.6.3 ], we see
that there is a monomorphism

ExtiOX (F ,G (n)) ↪→ Γ (X,ExtiOX (F ,G (n)))

whose cokernel is contained in H2(X,Exti−1
OX

(F ,G (n))). But this last R-module
is 0 by our choice of n0, and hence the monomorphism is in fact an isomorphism,
thus finishing our proof. �

3. The Category of Coherent Sheaves

Definition 11.3.1. Let S be a graded ring. The quasi-equivalence category of
graded S-modules, denoted S-qec, is defined in the following fashion: its objects are
just graded S-modules, and, for two graded S-modules M and N , we define:

HomS-qec(M,N) = lim
−→
m∈Z

HomSZ-mod(M≥m, N≥n).

Composition is defined in the obvious fashion: given ϕ : M≥m → N≥m and ψ :
N≥r → P≥r, we get ψϕ : M≥s → N≥s, where s = max{m, r}. It’s easy to see that
this is Z-linear.

Observe that there is a functor from SZ-mod to S-qec induced by the natural
map

HomSZ-mod(M,N)→ HomS-qec(M,N).

cohproj-quasi-equivalence-category Proposition 11.3.2. For any graded ring S, the category S-qec is abelian.

Proof. It’s clear that S-qec is additive: the 0 object is just the trivial S-
module, and the direct sum is just the direct sum of S-modules. Indeed, since
direct limit is an additive functor, we have, for graded S-modules M,N,P :

HomS-qec(M ⊕N,P ) = lim
−→

HomSZ-mod(M≥n ⊕N≥n, P≥n)

= lim
−→

HomSZ-mod(M≥n, P≥n)× lim
−→

HomSZ-mod(N≥n, P≥n)

= HomS-qec(M,P )×HomS-qec(N,P ).

Kernels and cokernels are inherited from SZ-mod: suppose ϕ ∈ HomS-qec(M,N),
then there is n ∈ Z such that ϕ : M≥n → N≥n in SZ-mod. LetK = kerϕ, where the
kernel is being taken in SZ-mod, and let ψ ∈ HomS-qec(P,M) be a morphism such
that ϕψ = 0. This implies that we can findm ≥ n such that 0 = ϕψ : P≥m → N≥m,
and so ψ must factor uniquely through K≥m, which shows that K is also the kernel
in S-qec. A formally dual argument works to show the existence of cokernels.

Now it remains to show that, for a monomorphism ϕ, we have ϕ = ker(cokerϕ)
and that, for an epimorphism ψ, we have ψ = coker(kerψ). Observe that ϕ is a
monomorphism from M to N in S-qec if and only if its kernel in SZ-mod vanishes
in high enough degree. Thus, for n >> 0, ϕ is an honest monomorphism from M≥n
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to N≥n in SZ-mod, and thus is the kernel of its cokernel in SZ-mod, which shows
that the same is true in S-qec. �

Definition 11.3.3. We say that a morphism ϕ : M → N in SZ-mod is es-
sentially surjective (resp. a quasi-equivalence) if it is an epimorphism (resp. an
isomorphism) in S-qec.

A graded S-module M is quasi-finitely generated if there is an essentially sur-
jective morphism Sn →M , for some n ∈ N.

cohproj-quasifingen-finite-globsections Theorem 11.3.4. Let X = ProjS be a projective scheme over a Noetherian
ring R,

(1) For every coherent sheaf M over X, Γ∗(M ) is quasi-finitely generated
over S.

(2) For every quasi-finitely generated S-module M , the natural map

M → Γ∗(M̃)

is a quasi-equivalence.
(3) The functors M 7→ M̃ and M 7→ Γ∗(M ) give us an equivalence of cate-

gories between X-coh and the full sub-category of quasi-finitely generated
S-modules in S-qec.

Proof. Suppose M is a coherent sheaf over X. We can find n0 ∈ Z such that
M (n) is generated by global sections, for n ≥ n0 (10.3.5). In this case, we can find
r ≥ 0, and a surjection Or

X →M (n0), and thence a surjection

Γ (X,OX(n))r � Γ (X,M (n)),

for every n >> 0 (11.2.2). So it suffices to show that Γ∗(OX) is quasi-finitely
generated over S.

For this, embed X in some projective space PrR = P over R. Let T =
R[T0, . . . , Tr]; then the surjection T � S translates into a surjection of sheaves
OP � i∗OX , where i : X → P is the embedding. For n large enough, this, by
(11.2.2), gives us surjections

Γ (P,OP(n)) � Γ (X,OX(n)),

Now, by (11.1.1), Γ (P,OP(n)) = Tn, and so its image in Γ (X,OX(n)) is precisely
the image of Sn in Γ (X,OX(n)), under the natural map α : S → Γ∗(OX). So we see
that Γ∗(OX) is quasi-equivalent to S, and is in particular quasi-finitely generated
over S, thus proving (1).

For (2), there is no harm in assuming that M is finitely generated over S (since
M≥n is finitely generated, for n large enough, and M̃≥n ∼= M̃ , by (10.1.2)). By
[CA, 1.4.3 ], we have a finite filtration by graded submodules

M = Mn ⊃Mn−1 ⊃ . . . ⊃M0 = 0,

such that for all i, Mi+1/Mi
∼= (S/Pi)(n), for some homogeneous prime Pi ⊂ R,

and for some n ∈ Z. Now, the tilde functor is exact, and the global sections functor
is left exact. Hence, for every i, we have the following exact sequence:

0→ Γ (X, M̃i)→ Γ (X, M̃i+1)→ Γ (X, ˜(S/Pi)(n)).
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Considering the following diagram:
0 > Mi > Mi+1 > (R/Pi)(n) > 0

0 > Γ∗(M̃i)
∨

> Γ∗(M̃i+1)
∨

> Γ∗( ˜(R/Pi)(n))

∨

and arguing inductively, we reduce to showing that, for any projective R-scheme
Y = ProjS′, the S′-modules S′ and Γ∗(OY ) are quasi-equivalent. But this is
precisely what we showed in the paragraph above.

Now, (3) follows from (2) and (10.3.2). �

4. The Hilbert Polynomial

In this section, we will show that the Hilbert polynomial of a coherent sheaf
over a projective variety can be defined using its cohomology. This will let us show
that for a flat, projective scheme over any affine scheme, the Hilbert polynomial of
its fibers stays constant.

Definition 11.4.1. For a projective scheme X = ProjS over an Artinian
ring R, and a coherent sheaf F over X, the Hilbert function of F is the func-
tion P (F , n) = χ(F (n)) =

∑
i(−1)il(Hi(X,F (n))). Note that the A-modules

Hi(X,F (n)) have finite length by (11.2.1).

cohproj-hilbert-polynomial Theorem 11.4.2. Let X = ProjS be a projective scheme over an Artinian ring
R, and let F be a coherent sheaf over X.

(1) P (F , n) is a polynomial function.
(2) For n large enough, P (F , n) = H0(X,F (n)).
(3) If M = Γ∗(F ), then P (F , n) is equal to the Hilbert polynomial H(M,n).

Proof. Note that (2) is an immediate consequence of part (2) of (11.4.2), and
that (3) follows from (2) and (1).

For (1), we can, as we have done often before, assume that X = PrA, for some
r > 0. We will prove the statement by induction on dim Supp F . If dim Supp F =
0, then F is supported on a finite union of closed points. Since Fx

∼= F (n)x, for
all points x ∈ X, we see immediately that P (F , n) must be a constant function.
Now, suppose dim Supp F > 0; in this case, consider the short exact sequence

0→ OX(−1) Tk−→ OX → OHk → 0,

where Hk is the hyperplane in X cut out by Tk, for 0 ≤ k ≤ r(where X =
ProjA[T0, . . . , Tr]). Tensoring this sequence with F , we obtain a four term ex-
act sequence

0→ K → F (−1)→ F → C → 0,

where K and C are supported in Supp F ∩Hk. Since dim Supp F > 0, we can find
k such that Supp F * Hk, and so we can assume that K and C are supported in
subschemes of dimension strictly lower than that of Supp F . So, by our inductive
hypothesis P (K , n) and P (C , n) are polynomial functions. By the additivity of
the Euler characteristic, we thus see that ∆P (F , n) = P (F , n) − P (F , n − 1) is
an integer valued polynomial function. From this it follows that P (F , n) is also an
integer valued polynomial function. �
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cohproj-hilbert-poly-dimension Corollary 11.4.3. Let X = ProjS be a projective variety over a field k. Then
degP (OX , n) = dimX.

Proof. This follows from the Theorem above and (6.4.7). �

Definition 11.4.4. The arithmetic genus of a projective variety X over a field
k is the integer 1− P (OX , 0).

cohproj-acyclic-fibers Lemma 11.4.5. Suppose X is a projective scheme over an affine scheme Y =
SpecA, and let F be a coherent sheaf over X. For y ∈ Y , and m large enough, we
have isomorphisms

H0(X,F (m))⊗A k(y) ∼= H0(Xy,Fy(m)).

Proof. Base-changing along the flat morphism Spec OY,y → Y , and using
(9.3.5), we get isomorphisms

H0(X,F (m))⊗A Spec OY,y ∼= H0(X ×Y Spec OY,y,F (m)⊗A OY,y).

So, to prove our statement, we can replace Y with Spec OY,y and X with X ×Y
Spec OY,y, and assume that y is a closed point of Y . In this case, Xy is a closed
sub-scheme of X, and we have an isomorphism (9.3.4):

H0(X,F (m)⊗A k(y)) ∼= H0(Xy,Fy(m))

Choose a free presentation

Ar → A→ k(y)→ 0

for k(y) over A. Tensoring this with F (m) gives an exact sequence

F r(m)→ F (m)→ F (m)⊗A k(y)→ 0,

and taking the long exact sequence of cohomology associated to this sequence, we
obtain a sequence

H0(X,F r(m))→ H0(X,F r(m)) → H0(X,Fy(m))→ 0,

which is exact for m large enough (11.2.2). But if we tensor the free presentation
with H0(X,F (m)), we obtain the exact sequence

H0(X,F r(m))→ H0(X,F (m)) → H0(X,F (m))⊗A k(y)→ 0.

This gives us our isomorphism for m large enough. �

cohproj-flat-family-local-ring Proposition 11.4.6. Let X = PnA be projective n-space over a Noetherian local
domain A, and let F be a coherent sheaf over X. Then the following are equivalent:

(1) F is flat over A.
(2) For all m large enough, H0(X,F (m)) is a free A-module of finite rank.
(3) The Hilbert polynomial Py = P (Fy, n) of Fy, the pullback of F to Xy,

for y ∈ Y , is independent of y.

Proof. We begin with (1) ⇒ (2): Let V be the standard affine open cover
for X, and let Č(V,F (m)) be the corresponding Čech complex for F (m). For m
large enough, F (m) is Γ (X, )-acyclic (11.2.1), and so Č(V,F (m)) is an acyclic
complex (9.1.9). Since Či(V,F (m)) = 0 for i > n, and Či(V,F (m)) is a flat A-
module, for 0 ≤ i ≤ n, we find that H0(X,F (m)) is a flat syzygy for Čn(V,F (m)).
Since the latter is a flat A-module, we find that H0(X,F (m)) must itself be flat
over A and hence free, since it’s finitely generated over A.
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Now on to (2)⇒ (1): If H0(X,F (m)) is free over A, for m large enough, then

Γ∗(F ) is quasi-equivalent to a free A-module. Since F ∼= Γ̃∗(F ) (11.3.4), we can
therefore assume that F = M̃ , where M is free over A. Since A[T0, . . . , Tn](Ti) is
flat over A, for each i, this shows that M̃ must also be flat over A.

Next we show (2) ⇒ (3): This is immediate from the lemma above, since, for
all y ∈ Y , and all m large enough, we have

(∗) Py(m) = dimk(y)H
0(Xy,Fy(m))

= dimk(y)(H0(X,F (m))⊗A k(y)),

where the first equality follows from (11.4.2) and the second from (11.4.5). But,
since H0(X,F (m)) is a free A-module for m large enough, we see that

Py(m) = rkH0(X,F (m)),

for m large enough, and the second quantity is of course independent of y.
Now for (3) ⇒ (2): From (4.2.10), it suffices to show that the generic fiber

and the special fiber of H0(X,F (m)) both have the same dimension, for m large
enough. But, if Py is independent of y, this is an immediate consequence of (*)
above. �

5. The Theorem on Formal Functions

6. The Semicontinuity Theorem

6.1. Some Homological Nonsense. We set up some notation. Let R be a
Noetherian ring, and let L• ∈ Ch≥0R-mod be a bounded complex of finite free
R-modules. We define functors

T i : R-mod→ R-mod

M 7→ Hi(L• ⊗RM).

Since L• is a flat complex over R, we see immediately that the T i give us a δ-functor
from R-mod to R-mod. We set W i = coker(Li−1 → Li). Since tensoring preserves
cokernels, for every R-module M , we find short exact sequences

(∗∗) 0→ T iM →W i ⊗RM → Li+1 ⊗RM.

Now we investigate the exactness properties of these functors T i.

cohproj-tfunctors-left-exactness Proposition 11.6.1. The following are equivalent:
(1) T i is a left exact functor.
(2) W i is a projective R-module.
(3) T i is co-representable by a finitely generated R-module Q; that is T i =

HomR(Q, ).

Proof. Let u : M ′ → M be a monomorphism of R-modules. Then it follows
from (**) above, and the Snake Lemma, that kerT iu = kerW i⊗u. Hence T i is left
exact if and only if W i is flat, if and only if W i is projective. The last equivalence
follows since W i is finitely generated and R is Noetherian. This shows (1)⇔ (2).

Clearly (3) implies (1); for (2)⇒ (3), observe that, for any projective R-module
P , we have P ⊗R M ∼= HomR(P∨,M), where P∨ is the dual of P . Hence, (**)
tells us that T i is the kernel of two co-representable functors and is hence itself
co-representable. �
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Now observe that, for every R-module M , there is a natural map φiM : T iR⊗R
M → T iM . Indeed, giving such a map is, by the adjunction between tensor product
and Hom, equivalent to giving a map M → HomR(T iR, T iM). But, for this we
can take the map HomR(R,M)→ HomR(T iR, T iM) given by the functoriality of
T i.

cohproj-tfunctors-right-exactness Proposition 11.6.2. The following are equivalent:
(1) T i is a right exact functor.
(2) φiM is an isomorphism, for all i.
(3) φiM is a surjection, for all i.

Proof. (1)⇒ (2) is proved using the usual trick of taking a free presentation,
and the using the right exactness of T i, and the fact that φiF is an isomorphism for
all free R-modules F of finite rank. (2) ⇒ (3) is trivial, so we’ll finish by proving
(3) ⇒ (1). Let v : M → M ′′ be an epimorphism; then we have the following
picture:

T iR⊗RM > T iR⊗RM ′′ > 0

T iM

φiM

∨
> T iM ′′

φiM ′

∨

→ 0

0
∨

0
∨

where the columns and the top row are exact. It follows that the bottom row must
also then be exact, and so we see that T i is right exact. �

cohproj-tfunctors-exactness Corollary 11.6.3. The functor T i is exact if and only if it is right exact and
T iR is a projective R-module.

Proof. It’s clear from the Proposition that T i is exact if and only if it is right
exact and T iR is flat. The statement now follows since every finitely generated flat
module over a Noetherian ring is projective. �

Remark 11.6.4. The results above are very specific instances of the phenome-
non that every left exact additive endo-functor of R-mod is in fact co-representable,
and that every right exact additive endo-functor is essentially tensor product with
a fixed R-module.

We finish with a final (as befits a finishing flourish) technical lemma.

cohproj-tfunctor-technical-lemma Lemma 11.6.5. Let C• be a bounded complex, and suppose Hi(C) are finitely
generated R-modules, for i ≥ 0. Then we can find a bounded complex L• of finite
free R-modules and a chain map f : L• → C•, such that H•(f) is an isomorphism
of cohomologies. If C• is flat, then the map

H•(f ⊗M) : H•(L⊗RM)→ H•(C ⊗RM)

is an isomorphism, for all R-modules M .
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Proof. Assume that, we have inductively constructed a complex L•i of finite
free R-modules and a chain map fi : L•i → C• satisfying the following conditions:

(1) Hr(fi) : Hr(Li)→ Hr(C) is an isomorphism for r > i.
(2) f ii maps Zi(Li) onto Hi(C).

For i large enough Ci = 0, so this is definitely possible for such i. We will now
extend the complex Li on the left and the map fi along with it. To this end,
observe that the kernel of the surjection f ii |Zi(Li) is D = (f ii )

−1(Bi(C)). Since R is
Noetherian, D is a finitely generated submodule of Lii. Choose a set of generators
{y1, . . . , yr} for D, and let {y′1, . . . , y′r} be its image in Bi(C) under f ii . Lift this set
now to elements {x1, . . . , xr} of Ci−1. Let {xr+1, . . . , xs} be elements of Zi−1(C)
whose images in Hi−1(C) form a set of generators. Now, define the complex Li−1

in the following way: for j ≥ i, set Lji−1 = Lji ; for j < i − 1, set Lji−1 = 0; finally,
let Li−1

i−1 be a free R-module of rank s with basis e1, . . . , es. It still remains to define
the boundary maps. For j ≥ i, we maintain dii−1 = dii, so that Li includes into
Li−1, and for j = i− 1, we let di−1

i−1 be the following map:

di−1
i−1 : ek 7→

{
yk for 1 ≤ k ≤ r
0 for k ≥ r + 1.

We have dii−1yk = f i+1
i−1d

i
Cy
′
k = 0; so this does indeed give us a boundary morphism.

We now define a map fi−1 : L•i−1 → C• extending fi in the following way: for j ≥ i,
we set f ji−1 = f ji , and for j = i− 1, we define: f i−1

i−1 (ek) = xk, for 1 ≤ k ≤ s. It is
now easily checked that f i−1

i−1 gives a chain map, that Hj(fi−1) is an isomorphism
for j ≥ i, and that f i−1

i−1 maps Zi−1(Li−1) onto Hi−1(C). Now take the union of
the Li to finish the job.

Suppose now that C• is a complex of flatR-modules. Then notice thatHi(C•⊗R
) gives rise to a δ-functor from R-mod to R-mod, and that Hi(f•⊗R ) is a mor-

phism of δ-functors.
Since both tensor product and cohomology commute with filtered colimits, and

every R-module is a filtered colimit of its finitely generated submodules, it suffices
to prove that the map H•(f ⊗R M) is an isomorphism for M finitely generated.
Moreover, since L• and C• are both bounded, we can assume that Hj(f ⊗R ) is
an isomorphism for j > i, and show inductively that Hi(f ⊗R ) must also be an
isomorphism.

For this, choose a short exact sequence

0→ N → F →M → 0,

where F is a finite free R-module. Using the fact that H•(f ⊗R ) is a morphism
of δ-functors, we obtain the following commutative diagram:

Hi(L• ⊗R F ) > Hi(L• ⊗RM) > Hi+1(L• ⊗R N) > Hi+1(L• ⊗R F )

Hi(C• ⊗R F )

Hi(f ⊗ F ) ∼=
∨

> Hi(C• ⊗RM)

Hi(f ⊗M)

∨
> Hi+1(C• ⊗R N)

Hi+1(f ⊗N) ∼=
∨

> Hi+1(C• ⊗R F )

Hi+1(f ⊗ F ) ∼=
∨

The vertical arrows flanking the diagram are isomorphisms since H•(f ⊗ F ) is an
isomorphism for every free R-module F , and the second arrow from the right is an
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isomorphism by the inductive hypothesis. Now it follows that Hi(f⊗M) must also
be an isomorphism. �

6.2. Semicontinuity. Let f : X → Y be a projective morphism. Then, for
y ∈ Y , Xy is a projective variety over k(y), and so by (11.2.1), for any coherent
sheaf F on X, Hi(Xy,Fy) is a finite dimensional k(y)-vector space. Observe that,
by (11.4.5
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